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Large scale parallel FEM computations of far/near stress field changes in rocks ?



R. Blaheta ∗ , P. Byczanski, O. Jakl, R. Kohut, A. Kolcun, K. Kreˇcmer, J. Star´ y


Institute of Geonics AS CR, Studentsk´a 1768, 70800 Ostrava – Poruba,
 Czech Republic


Abstract


The paper describes an application of large scale finite element analysis for the
 assessment of stress changes in rocks induced by mining. This application alows us
 to illustrate efficiency of an approach based mainly on problem decomposition and
 parallel computing. For the main part of the computations, which is the solution
 of large linear systems, we use two decomposition techniques (displacement and
 domain decomposition). Another decomposition technique is exploited for local FE
 analysis of the near stress field on so called composite grids. The described methods
 are tested on the solution of two benchmark problems, which originate from the
 modelling of the effects of mining. The parallel computations are performed on a
 small Linux cluster.


Key words: Parallel FEM, applications in mining, decomposition methods,
 displacement decomposition, domain decomposition, composite meshes.


1 Introduction


The solution of geomechanical problems of underground mining, such as an-
 swering questions regarding stability and safety of underground openings, re-
 quires understanding of the stress changes induced by mining. The stress com-
 putation can be done by the finite element method (FEM), which frequently
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(2)employs a very large number of degrees of freedom (DOF). This large scale
 feature is due to


• considering large 3D domains, which are used to involve far fields effects
 and enable to use boundary conditions corresponding to the primary unin-
 fluenced stress state,


• simultaneous requirements for more thorough investigation of the near field
 stress changes and possible rock failures in the close vicinity of the under-
 ground openings and constructions,


• necessity to solve and compare a higher number of construction stages and
 design variants. Frequently, it is also necessary to consider additional vari-
 ants corresponding to different choices of input data to allow an assessment
 of the influence of the involved uncertainty.


Computational requirements can be further increased by modelling more com-
 plicated behaviour of geomaterials, involving time effects as well as coupling
 of the mechanical behaviour with other phenomena such as e.g. underground
 water flow.


The application of the FEM to the described 3D multiscale and possibly multi-
 physics problems imposes specific requirements to grid generation, assembling
 of the systems of algebraic equations, solution of this systems and visualization
 of the results.


This paper describes an example of large scale 3D modelling of the stress
 changes induced by mining and illustrate the efficiency of FEM computations
 with structured and composite FE meshes and various decomposition tech-
 niques.


Especially, we concentrate on the solution of linear systems, which constitutes
 the greatest part of the FEM computations. For the solution of large linear sys-
 tems, we use decomposition techniques, which are suitable for parallelization
 of the computations and the construction of preconditioners.


The paper is organized as follows. In Section 2, we shortly describe an example
of large scale modelling. This example is used for formulation of two bench-
mark problems BM1 and BM2 dealing with the far and near stress fields,
respectively. Section 3 describes the use of structured and composite grids
for the finite element analysis. In Section 4, we present a general problem
decomposition technique and its variants. The described decomposition tech-
nique is used for the parallelization of solvers based on the conjugate gradient
method as well as for the construction of efficient preconditioners. For the im-
plementation of these preconditioners, we allow inexact solutions of the arising
subproblems by inner iterations. This freedom, which can be very helpful for
tuning the performance of algorithms and balance of the load of processors,
requires the use of generalized conjugate gradient type methods with explicit



(3)orthogonalization of the search directions in the outer iterations. The remain-
 ing sections describe three specific decomposition techniques: displacement
 decomposition, domain decomposition and composite meshes. All these tech-
 niques were implemented in the FE software ”FEM-GEM” developed at the
 Institute of Geonics AS CR and tested on the benchmarks specified in Section
 2.


2 An example of large scale modelling


As an example of large scale modelling in geomechanics, we describe the as-
 sessment of the stress field changes induced by mining at the uranium ore
 deposit Roˇzn´a in the Czech Republic, cf. [12].


The deposit is situated in metamorphic sedimentary-effusive rocks with ura-
 nium mineralization of hydrothermal origin located in zones of veins arising
 from longitudinal faults with inclination 45◦ – 70◦ to the West, see Figure 1.


Fig. 1. East-West cross-section of the de-
 posit with the 4th zone and the consid-
 ered rectangular area in the lower left
 corner.








Fig. 2. The considered domain of
 1430×550×600 metres with FE meshing
 of 124×137×76 nodes.


The modelling is performed in a 3D domain with dimensions 1430×550×600
meters, see Figure 2. For the finite element modelling, this domain is divided
into hexahedral bricks (see again Figure 2), each brick being subsequently
divided into six tetrahedra. The modelling with linear tetrahedral elements
then includes 3 873 264 degrees of freedom. The loading forces are the weight of
the materials in the computational domain and action of the surrounding rocks
existing under the pre-mining stress state. Several variants of the boundary
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Fig. 3. Local subdomain 80×28×60 metres with refined local FE mesh
 with 49×113×65 nodes.


conditions have been considered with respect to the uncertainty in the pre-
 mining stress measurements by the hydrofracturing technique.


The numerical simulations themselves consist of solving a sequence of bound-
 ary value problems with different material distributions corresponding to four
 selected stages of mining. In these stages, we solve the equilibrium equations
 with the use of effective linear constitutive relations. Such approach requires
 an estimate of the effective elastic moduli for the rocks, ore as well as for the
 damaged rocks (the goaf), which appear in the vicinity of the mine openings.


Moreover, we have to estimate the extent of the zone of the damaged rock
 material.


Beside the described modelling of stress changes in the large 3D domain, we
 need detailed modelling of the stress changes in the vicinity of the active
 slopes. The required local analysis, which can be used e.g. for a comparison
 of the different mining technologies as overhand and underhand stope [12],
 can be performed by using quadruple refinement in a local domain with the
 dimensions 80×28×60 metres, see Figure 3. Because we are not able to spec-
 ify sufficiently accurate boundary conditions for the local problem, we solve
 a composite global-local problem by an iterative composite grid technique
 described further in the paper.


Based on the described modelling, we define two benchmarks, which are used
 for testing the solvers in Sections 5-7.


Benchmark BM1 – solve the linear system obtained from the FE discretiza-
 tion of the elasticity problem corresponding to the fourth stage of mining at
 the Roˇzn´a deposit. As boundary conditions, we use fictitious pre-mining dis-
 placements computed in a preliminary stage. Note that the dimension of the
 system is about four millions degrees of freedom.


Benchmark BM2 – solve composite global – local problem, with the global
problem specified as in BM1 and the local problem shown in Figure 3. Note
that dimension of the local problems is about one million degrees of freedom.



(5)3 Structured and composite FE meshes


For the finite element analysis, we usestructured meshes, which can be viewed
 as adaptations of a regular (reference) mesh to the solved problem. More pre-
 cisely, let the reference (index) mesh be a tetrahedral mesh with the nodes
 (i, j, k), i = 1, . . . , nx, j = 1, . . . , ny, k = 1, . . . , nz arising from uniform di-
 viding of the reference domain h1, nxi × h1, nyi × h1, nzi to unit cubes and
 conforming division of these cubes to tetrahedra. If it is possible, we prefer the
 division of all unit cubes in the same way, which is known as Kuhn’s division
 of a cube to six tetrahedra. Then the structured mesh arises by a suitable
 transformation of the reference mesh, which move the reference mesh nodes
 in such a way that the deformed tetrahedral elements remain to create a con-
 forming FE partition of the considered domain. Some freedom in the partition
 of the cubes (hexahedra) into tetrahedra as well as the possibility that some
 tetrahedra remain void increase the flexibility of the considered structured
 meshes.


The use of structured meshes has the following advantages:


• simple construction of a hierarchical mesh generator based on successive
 refinement of the mesh and interpolation of the data,


• efficient storage of the stiffness matrices exploiting the regular stencil or
 diagonal format, which both are suitable for the construction of fast matrix
 handling procedures,


• possibility of simple balanced mesh partitioning as well as construction of
 transfer operators for one-level and two-level Schwarz methods,


• simplification of the visualization techniques.


The construction of the structured meshes starts from an initial very coarse
 approximation of geometry of the modelled problem. For the modelling de-
 scribed in the previous section, such initial mesh can be seen in Figure 4. This
 mesh is gradually refined, with the nodal coordinates and material distribu-
 tion generated by interpolation. In this refinement procedure, some details
 are modified by supplying the data corresponding to the smaller and smaller
 details of the modelled problem.


The flexibility of the structured meshes can be further increased by the use
 of composite meshes consisting of a global structured mesh and one or more
 local structured meshes in the case of a two-level refinement. The hierarchy
 of the refinement can be extended to more levels. More details on the use of
 composite meshes is given in Section 7, see also [11] and the references therein.


The use of composite meshes avoids the difficult task of generation of locally
refined tetrahedral meshes.



(6)x
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Fig. 4. Initial mesh with 5×6×11 nodes for construction of the mesh from Figure 2.


4 General space decomposition (SD) technique


Let us focus on the solution of an elliptic boundary value problem (in the
 considered model the elasticity problem), variationally formulated in a space
 of functionsV by the finite element method. LetV ⊂ V be the finite element
 space (in the considered model the space of continuous piecewise linear func-
 tions) with the FE basis {φi}ni=1, which defines isomorphism of V and the
 space of real n-dimensional algebraic vectors Rn.


Then the FE approximation to the solution of the boundary value problem
 takes the form


uV =


n


X


i=1


uiφi (1)


whereui are components of a vectoru∈Rn,which can be computed from the
 solution of the linear system


Au = b , u, b∈Rn. (2)


Above A is the stiffness matrix. We assume that A is symmetric, positive
 definite, sparse and large.


For the 3D analysis of elasticity problems arising from the mathematical mod-
 elling of the stress changes induced by mining, the dimensionn of the system
 (2) can be very high, typically in the range from 105 to 107.


The symmetry and positive definiteness of the matrix Aallow to solve (2) by
 the standard preconditioned conjugate gradient (PCG) method, see Fig. 5.


In the whole paper, hu, vi = uTv and k u k= qhu, ui denote the standard
scalar product and norm in the space Rn, respectively.



(7)given u0


compute r0 = b−Au0, g0 = G(r0), v0 = g0
 for i= 0,1, . . . until kri k ≤ ε kb k do


wi = Avi


αi = hri, gii/hwi, vii
 ui+1 = ui+αivi
 ri+1 = ri−αiwi
 gi+1 = G(ri+1)


βi+1 = hgi+1, ri+1i/hgi, rii
 vi+1 = gi+1+βi+1vi
 end


Fig. 5. PCG algorithm.


In the PCG algorithm,G is the preconditioner, which is used for the compu-
 tation of the pseudoresidual g providing an approximation to the error A−1r.


In the computer implementation, g can use the same memory as the auxiliary
 vector w.


The construction of the preconditioner Gcan be based on a FE space decom-
 position (SD) of the form


V = V1+. . .+Vp, (3)


where Vk are subspaces of V, which are not necessarily linearly independent.


Let Vk be isomorphic to Rnk, then we can construct transfer matrices Ik, Rk


representing


• the prolongationIk :Rnk →Rn given by the inclusion Vk ⊂V,


• the restriction Rk :Rn→Rnk given by Rk=IkT.


These transfer matrices allow to introduce matrices Ak=RkAIk correspond-
 ing to the subproblems on the subspaces. The matricesAk will be again sym-
 metric and positive definite.


Now, we can introduce a class ofspace decomposition preconditionersby using
the following SD algorithm for the computation of the pseudoresidual g from
the residual r, see Fig. 6.



(8)g0 = 0


for k = 1, . . . , p do


gk = gk−1+IkA−k1Rkzk
 end


g = gp


Fig. 6. SD algorithm.


A simple choice zk=r gives the so called additive preconditioner
 G(r) = GAr , GA =


p


X


k=1


IkA−k1Rk (4)


which is easily parallelizable and directly applicable to the PCG method since
 GA is symmetric positive definite.


The use of updated residuals zk=r−Agk−1 gives the so called multiplicative
 preconditioner, which is represented by a nonsymmetric linear mapping GM.
 To get again a symmetric positive definite preconditioner, we can continue
 the corrections in the SD algorithm in the reverse order, i.e. the loop should
 be performed fork = 1, . . . p, p−1, . . . ,1. The latter modification defines the
 symmetrized multiplicative preconditioner. More details about general space
 decomposition methods can be found e.g. in [10], [9], [19].


The operationswk =A−k1vk,which appear in all the space decomposition pre-
 conditioners, can be replaced by inexact solutions of the systemsAkwk=vk by
 inner iterations. The inner iterations can be stopped to get an approximation
 Sk(vk) to A−k1vk with accuracy


kvk−AkSk(vk)k ≤ ε0 kvkk. (5)
 For the nonsymmetric multiplicative preconditioner or inexact solution of the
 subproblems, the space decomposition preconditioner cannot be represented
 by a linear symmetric positive definite mapping. In this case, the standard
 PCG method may be not efficient or can even fail. Therefore, it can be
 favourable to use the generalized preconditioned conjugate gradient method
 with an explicit orthogonalization of the new search direction to m previ-
 ous search directions. This GPCG[m] algorithm (see Fig. 7) is described and
 analyzed in [1], [18] and [7].


The space decomposition can be also used for data distribution and paral-
lelization of the solution of the FE systems (2). Typically,p processors can be
utilized for working with the data corresponding to p subspaces. Nonoverlap-
ping data structures are used for matrix–vector multiplication, scalar product



(9)given u0


compute r0 = b−Au0, g0 = G(r0), v0 = g0
 for i= 0,1, . . . until kri k ≤ ε kb k do


wi = Avi


αi = hri, gii/hwi, vii
 ui+1 = ui+αivi
 ri+1 = ri−αiwi
 gi+1 = G(ri+1)


for k = 1, . . . ,min{i+ 1, m}do


βi+1(k) = (hgi+1, ri+2−ki − hgi+1, ri+1−ki)/hgi+1−k, ri+1−ki
 gi+1 = gi+1+βi+1(k) vi+1−k


end


vi+1 = gi+1
 end


Fig. 7. GPCG algorithm.


and vector updates, whereas both nonoverlapping or overlapping data struc-
 tures can be used for implementation of the preconditioners. Additive space
 decomposition preconditioners allow straightforward parallelization whereas
 multiplicative preconditioners are parallelizable only in the case that some
 groups of subproblems are independent and the computation is suitably or-
 dered.


The use of inner-outer iterations can be favourable for parallelization as it
 allows to balance the load of the processors as well as to tune the ratio between
 computations and communications.


5 Displacement decomposition (DiD)


We briefly describe the displacement decomposition method, which was ini-
tially introduced for the construction of incomplete factorizations in the case
of solving systems from the FE analysis of elasticity problems, see [4], [6]. The
use of the displacement decomposition for parallel computations was firstly
described in [13]. Further results about DiD can be found in [2] and [7].



(10)We consider the solution of 3D elasticity problems by the finite element method
 with linear tetrahedral or more generally Lagrangian finite elements. In this
 case, the degrees of freedom ui in (1) represent nodal displacements in the
 coordinate directions. Then it is easy to define the displacement decomposition
 V = V1+V2 +V3, whereVk corresponds to the vectors, which have nonzero
 degrees of freedom only in the k-th coordinate direction.


We tested the efficiency of theadditive DiD preconditioner with subproblems
 solved by


• replacement of the subproblem matrices by their MIC(0)* incomplete fac-
 torizations, see [6] for the details. This variant is denoted asDiD-IF.


• approximate solution of the subproblems by inner PCG method with rela-
 tive accuracyε0 and the same MIC(0)* incomplete factorization as precon-
 ditioner. This variant is denoted as DiD−II(ε0).


The DiD is used for the construction of parallel DiD solvers implemented by
 using Fortran 77 and PVM or MPI for computations on three processor sys-
 tems. These DiD solvers based on the DiD preconditioning and standard PCG
 or generalized GPCG[1] methods are tested on the solution of the benchmark
 problem BM1 on various computer systems. In Table 1, we show the results
 obtained from computations on a small Linux cluster (named THEA) consist-
 ing of 8 PC’s with AMD Athlon/1400 MHz processors equipped with 768 MB
 RAM and a Fast Ethernet interconnection.


SD method # outer iterations computing times [s]


CG-DiD-IF 83 420


CG-DiD-II (ε0 = 10−1) 11 326


GPCG[1]-DiD-II (ε0= 10−1) 8 274


Table 1


Parallel solution ofBM1 with accuracyε= 10−4 by DiD solvers on the
 THEA cluster.


In Table 1, we see very favourable computing times, in addition reached on a
cheap computer equipment such as three standard PC’s interconnected with
a Fast Ethernet network. In the case of a slower network and/or lack of the
inner memory, the inner-outer iteration technique DiD-II outperforms DiD-IF,
because it reduces the number of outer iterations, which are responsible for
the high communication and data transfer requirements.
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Fig. 8. The exploited type of domain partition.


6 Domain decomposition (DD)


Another type of the space decomposition methods is based on a domain de-
 composition. More details can be found e.g. in [9], [19] and the references
 therein.


For simplicity, we consider the finite element solution of a boundary value
 problem in a domain Ω,which is divided into finite elements E ∈ Th. The do-
 main decomposition starts from the decomposition of Ω into non-overlapping
 subdomains ˜Ωk, which are subsequently extended into overlapping subdomains
 Ωk, Ω =Spk=1Ωk. We assume that each ˜Ωk, Ωk can be represented as a union
 of some elements from the global division Th. Then the division of Ω induces
 a decomposition of the finite element space V into the subspaces Vk,


Vk ={v ∈V :v = 0 in Ω\Ωk}.


For this DD, the prolongation can be represented by Boolean matrices,
 Ik = [cij], 1≤i≤n, 1≤j ≤nk,


wherecij = 1 if the degrees of freedom iandj are identical, otherwise cij = 0.


For our DD solver, we confine ourselves to a simple one-directional partition of
 the domain Ω into layers, see Figure 8. In this case, one subdomain has at most
 two neighbouring subdomains and the communications can be restricted to
 the neighbouring parallel processes and a small part of the degrees of freedom
 located along the inner boundaries. This limits the required communication
 overhead.


It is known, that the convergence rate of PCG with the DD preconditioner im-



(12)one–level two–level method


# subd. method 3×3×3 6×6×6 9×9×6


2 92 45 56 61


3 102 47 60 66


4 110 51 64 71


5 117 53 67 75


6 121 55 70 78


7 125 57 72 80


8 128 – – –


Table 2


Numbers of iterations from parallel solution ofBM1with accuracyε=
 10−4 by the DD solver on the THEA cluster.


proves with the increasing overlap, but deteriorates with the increasing number
 of subdomains, see e.g. [9], [19] for a further discussion. The dependence on
 the number of subdomains can be removed and the overall efficiency can be
 improved by using an extended decomposition with an additional subspace
 V0 corresponding to a discretization of the global problem with the aid of a
 coarser finite element divisionTH. IfTH andTh are nested, then the prolonga-
 tion I0 : V0 →V is simply defined by the inclusion V0 ⊂V. If TH and Th are
 not nested, then we have to use a more complicated interpolation I0, see [15],
 which may be relatively costly to create. For this reason, we consider another
 choice: the spaceV0 constructed from V by aggregation, which means that the
 basis functions ofV are divided into disjoint groups (aggregates) and sums of
 the basis functions in the individual groups create the basis ofV0. Originally,
 this construction was introduced for multigrid methods in [5], its use for the
 overlapping Schwarz method was analyzed e.g. in [9], [16] and the references
 therein.


More formaly, if {φi : i = 1, . . . , n} be the FE basis of V = Vh and if
 {1, . . . , n}=SNk=1Jk, where Jk are disjoint sets, then the space V0 created by
 aggregation is defined asV0 = span{Ψk :k= 1, . . . , N}, where Ψk =Pi∈Jkφi.
 In this case, V0 is isomorphic to RN and the prolongation I0 : RN → Rn is
 again represented by a Boolean matrix, which allows a cheap construction of
 the matrix A0 = I0T


AI0. In our solvers, we used quasi-regular aggregation
 given by grouping the neighbouring mx×my ×mz nodes.


The described DD with minimal overlap (nonoverlapping subdomains ex-
tended by one layer of finite elements) is used for the construction of parallel
DD solver implemented by using Fortran 77 and PVM or MPI for computa-
tions on multiprocessor systems. In our implementation the DD solver uses



(13)one-level two–level method


# subd. method 3×3×3 6×6×6 9×9×6


2 386 267 242 262


3 289 241 175 192


4 242 240 145 160


5 210 236 124 138


6 190 244 115 126


7 170 265 111 117


8 161 – – –


Table 3


Computer times in seconds from parallel solution ofBM1with accuracy
 ε= 10−4 by the DD solver on the THEA cluster.


standard PCG method and additive DD preconditioner with the subdomain
 matrices replaced by their incomplete factorizations and the aggregated prob-
 lem solved approximately by an inner PCG with accuracy ε0 = 10−1.


The performance of the DD solver is tested on the BM1 benchmark with com-
 putations performed on the THEA cluster described in the previous section.


The test results, which can be seen in Tables 2 and 3, show efficiency of both
 one-level and two-level DD methods. In the case of two-level methods, much
 more care has to be devoted to global communication and balancing of the
 load of processors. For more details, see [14].


7 Composite meshes (CM)


The last decomposition technique considered in our paper concerns the com-
 posite mesh finite element method. For simplicity, we restrict to the case of
 one global and one local mesh, which also corresponds to the benchmark BM2.


More details about the composite mesh technique can be found e.g. in [11] and
 the references therein.


Let us again consider a boundary value problem in a domain Ω, which is
 divided into finite elements E ∈ TH; capital H implies that this division is
 considered as coarse. The division TH defines a standard FE space


VH(Ω) = {v ∈C( ¯Ω)∩ V : v |E ∈P1 ∀E ∈ TH}, (6)
where P1 denotes the set of linear polynomials. A generalization to higher



(14)order finite elements is straightforward. For elasticity problems, the functions
 appearing in (6) are vector functions.


Let Ω0 be a part of Ω, where a denser grid is required, Th be a finer division
 of Ω0. It defines another local FE space


Vh(Ω0) = {v ∈C( ¯Ω)∩ V : v ≡0 in Ω\Ω0, v |E ∈P1 ∀E ∈ Th}.(7)


Then the composite mesh FE space will be


V = VCM = VH(Ω) +Vh(Ω0)


and for this finite element space we have a natural decomposition.


The CM problem is solved by the CG or GPCG[1] methods with a suitable
 SD preconditioner. For the CG and GPCG methods, we need matrix-vector
 multiplication with the CM stiffness matrix corresponding the nodal FE basis
 in the CM spaceVCM. But this matrix is not assembled and the matrix-vector
 multiplication is computed in element-by-element manner using the coarse
 grid elements outside Ω0 and the fine grid elements inside, cf. [11].


This implementation also allows to solve multiscale problems with coefficients
 not constant on the coarse grid finite elements in Ω0 and/or the global coarse
 grid and the local fine grid not nested in Ω0. In other words, it allows to
 solve problems, which are not exactly captured on the coarse grid. This case
 is not standard (see [11]) as the standard theory of the CM method assumes
 both nested global and local grids and problem coefficients constant on the
 coarse grid elements. Then this theory uses results on the strengthened C.B.S.


constant, see [17], [3], [8].


The CM problems are solved by solvers, which use the CG or GPCG[1] meth-
 ods with (nonsymmetric) multiplicative, symmetric multiplicative and addi-
 tive CM preconditioners. The subproblems corresponding to the coarse global
 and fine local grids are solved inexactly by application of the two-level DD
 solvers with aggregation described in the previous section. The accuracy of the
 inner iterations is denotedε0 and we compare two variants withε0 = 10−1and
 ε0 = 10−2. Parallel CM solver is implemented by using Fortran 77 and PVM
 or MPI for computations on multi processor systems. Note that the parallel
 computations are (at the moment) restricted only to solving the subproblems,
 we call it semi-parallel. In this respect, the efficiency of CM solver can be
 further improved, see below.


The performance of the CM solver is tested on the BM2 benchmark and the
numerical simulations are performed again on the THEA Linux cluster (see



(15)DD, ε0= 10−1 DD, ε0 = 10−2
 SD precond. #CM #C #F time [s] #CM #C #F time [s]


multiplicat. 6 133 38 874 4 210 74 805


symm. mult. 4 177 30 1122 3 288 65 1132


additive 10 201 72 1239 7 311 160 1197


Table 4


Semi-parallel solution of the BM2 benchmark with accuracy ε= 10−6 on
 the THEA cluster. #CM, #C, #F denote the total numbers of outer CM
 iterations and inner iterations for the coarse and fine mesh subproblems.


Computations: sequential semi-parallel
 solution of the coarse grid problem 75 % 21 %
 solution of the fine grid problem 8 % 2 %
 CM matrix - vector product 13 % 50 %


other operations 4 % 27 %


Table 5


A comparison of computation times for the individual parts of one CG iter-
 ation with (nonsymmetric) multiplicative preconditioner for BM2 problem.


Section 5). The results in Table 4 show that the best performance is obtained
 with a nonsymmetric multiplicative preconditioner, GPCG[1] and the inner
 accuracy ε= 10−2 when solving the subproblems.


For a possible improvement of the implementation by parallelization not only
 the solution of subproblems, it is interesting to analyze the computing times
 for the individual parts of the CM iterations. In Table 5, we compare these
 times for the fully sequential and the semi-parallel implementations. From
 the results, it can be seen that a significant performance improvement can be
 gained if we parallelize the element-by-element matrix-vector multiplication.


8 Concluding remarks


The application of FE modelling for solving large scale geomechanical prob-
lems poses huge computational requirements mainly in solving large scale sys-
tems of linear equations. In this paper, we show that even relatively very large
problems can be efficiently solved on cheap PC clusters by means of the conju-
gate gradient or generalized conjugate gradient methods with preconditioning
based on various decomposition techniques.



(16)The developed methods and solvers are suitable for solving various geotechni-
 cal problems related to mining, underground constructions, waste repositories,
 etc. Moreover, the efficiency of the developed linear system solvers gives a po-
 tential for solving nonlinear problems, performing optimization or analyzing
 the uncertainty included in the input data. On the other hand, the nonlinear-
 ity, optimization, data analysis simulations as well as solving time dependent
 and multiphysics problems substantially increase the computational require-
 ments, which indicates that a further research in the linear system solvers and
 parallel high-performance computing is necessary.
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