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Pre-introduction



Preliminaries


● General knowledge of involved basic algorithms of NLA


● Simple ideas from direct and iterative solvers for solving large sparse
 linear systems


● Complexities of algorithms



Not covered


● Vectorization of basic linear algebra algorithms


● Parallelization of combinatorial algorithms


● FFT, parallel FFT, vectorized FFT


● Multigrid, multilevel algorithms


● Tools like PETSC etc.


● Eigenvalue problems
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Outline


Part I. A basic sketch on parallel processing
 1. Why to use parallel computers


2. Classification (a very brief sketch)
 3. Some terminology; basic relations
 4. Parallelism for us


5. Uniprocessor model
 6. Vector processor model
 7. Multiprocessor model


Part II. Parallel processing and numerical computations


● 8. Basic parallel operations


● 9. Parallel solvers of linear algebraic systems.


● 10. Approximate inverse preconditioners


● 11. Polynomial preconditioners


● 12. Element-by-element preconditioners


● 13. Vector / parallel preconditioners
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1. Why to use parallel computers?



It might seem that
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It might seem that


● always better technologies


● computers are still faster: Moore’s law


The number of transistors per square inch on integrated circuits doubles
 every year since the integrated circuit was invented


The observation made in 1965 by Gordon Moore, co-founder of Intel.


(G.E. Moore, Electronics, April 1965).
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1. Why to use parallel computers?



It might seem that


● always better technologies


● computers are still faster: Moore’s law


The number of transistors per square inch on integrated circuits doubles
 every year since the integrated circuit was invented


The observation made in 1965 by Gordon Moore, co-founder of Intel.


(G.E. Moore, Electronics, April 1965).


● really:


❋ 1971: chip 4004 : 2.3k transistors


❋ 1978: chip 8086 : 31k transistors (2 micron technology)


❋ 1982: chip 80286: 110k transistors (HMOS technology)


❋ 1985: chip 80386: 280k transistors (0.8 micron CMOS)
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1. Why to use parallel computers? II.


● Further on


❋ 1989: chip 80486: 1.2M transistors


❋ 1993: Pentium: 3.1M transistors (0.8 micron biCMOS)


❋ 1995: Pentium Pro: 5.5M (0.6 micron)


❋ 1997: Pentium II: 7.5M transistors


❋ 1999: Pentium III: 24M transistors


❋ 2000: Pentium 4: 42M transistors


❋ 2002: Itanium: 220M transistors


❋ 2003: Itanium 2: 410M transistors
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1. Why to use parallel computers? III.



But: Physical limitations


● finite signal speed (speed of light; 300000 km s−1)


● implies:


❋ cycle time (clock rate): MHz or ns:


100 MHz < − − −− > 10 ns


❋ cycle time: 1 ns ⇒ 30 cm per cycle time


❋ Cray-1 (1976): 80 MHz


● in any case: size of atoms and quantum effects seem to be ultimate
limits
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1. Why to use parallel computers? IV.



Further motivation: important and very time-consuming problems to be solved


● reentry into the terrestrial atmosphere ⇒
 Boltzmann equations


● combustion ⇒ large ODE systems


● deformations, crash-tests ⇒


large systems of nonlinear equations


● turbulent flows ⇒ large systems of PDEs in 3D


⇓



accelerations of computations still needed
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1. Why to use parallel computers? V.



High-speed computing seems to be cost efficient


“The power of computer systems increases as the square of their cost”


(Grosch’s law; H.A. Grosch. High speed arithmetic: The digital computer
 as a research tool. J. Opt. Soc. Amer. 43 (1953); H.A. Grosch. Grosch’s


law revisited. Computerworld 8 (1975), p.24)
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2. Classification: a very brief sketch



a) How deep can we go: levels of parallelism


● running jobs in parallel for reliability


IBM AN/FSQ-31 (1958) – purely duplex machine


(time for operations 2.5µ s – 63.5 µ s; computer connected with the
 history of the word byte)


● running parts of jobs on independent specialized units
 UNIVAC LARC (1960) – first I/O processor


● running jobs in parallel for speed


Burroughs D-825 (1962) – more modules, job scheduler


● running parts of programs in parallel


Bendix G-21 (1963), CDC 6600 (1964)
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2. Classification: a very brief sketch II.



a) How deep can we go: levels of parallelism (continued)


● running matrix-intensive stuff separately


development of IBM 704x/709x (1963), ASC TI (1965)


● parallelizing instructions


IBM 709 (1957), IBM 7094 (1963)


❋ data synchronizer units DSU → channels) – enables simultaneously
 read/write/compute


❋ overlap computational instructions / loads and stores


❋ IBR (instruction backup registers)


❋ instruction pipeline
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2. Classification: a very brief sketch III.



a) How deep can we go: levels of parallelism (continued, 3rd part)


● parallelizing arithmetics (bit level): less clocks per instruction


superscalar in RISCs (CDC6600), static superscalar (VLIW)



Check dependencies Schedule operations
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2. Classification: a very brief sketch III.



b) Macro view based on Flynn classification


SISD SIMD MISD MIMD


Simple 
 processor 


processor 


Vector  Array 
 processor


Shared memory Distributed memory


Cache coherent Non cache coherent
 Processor/memory organization


● SISD: single instruction – single data stream


MIMD: multiple instruction – multiple data streams
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2. Classification: a very brief sketch IV.



b) Macro view based on Flynn classification – MIMD message passing examples


● Caltech Cosmic Cube (1980s)(maximum 64 processors; hypercube
 organization)


picture of Caltech Cosmic Cube


● commercial microprocessors + MPP support


❋ examples: transputers, ncube-1, ncube-2
 picture of transputer A100


● standard microprocessors + network support


❋ examples: Intel Paragon (i860), Meiko CS-2 (Sun SPARC), TMC
CM-5 (Sun SPARC), IBM SP2-4 (RS6000)
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2. Classification: a very brief sketch IV.



b) Macro view based on Flynn classification shared memory machines examples


● no hardware cache coherence (hardware maintaining synchronization
 between cache and other memory)


❋ examples: BBN Butterfly (end of 70s), Cray T3D (1993) /T3E (1996),
 vector superprocessors; Cray X-MP (1983), Cray Y-MP (1988), Cray
 C-90 (1990)


● hardware cache coherence


❋ examples: SGI Origin (1996),Sun Fire (2001)
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2. Classification: a very brief sketch V.



of course, there are other possible classifications


● by memory access (local/global caches, shared memory cases (UMA,
 NUMA, cache only memory), distributed memory, distributed shared
 memory)


● MIMD by topology (master/slave, pipe, ring, array, torus, tree,
 hypercube, ...)


● features at various levels
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2. Classification: a very brief sketch VI.



c) Miscellaneous: features making the execution faster:


● FPU and ALU work in parallel


❋ mixing index evaluations and floating points is natural now


❋ it was not always like that: Cray-1 had rather weak integer arithmetics


● multiple functional units (for different operations, or for the same
 operations)


❋ first for CDC 6600 (1964) – 10 independent units


● pipeline for instructions


❋ IBM 7094 (1969) – IBR (instruction backup registers)


1 2 3 4 5


generic example of adding


❋ check exponents


❋ possibly swap operands


❋ shift one of mantissas by the number of bits determined by
 differences in exponents


❋ compute the new mantissa
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2. Classification: a very brief sketch VII.



c) Miscellaneous: features making the execution faster:



(continued)


● pipeline for operations example see later


❋ CDC 7600 (1969) – first vector processor


● overlapping operations


❋ generalizes pipelining:


❋ – possible dependencies between evaluations


❋ – possible different number of stages


❋ – time per stages may differ


● processor arrays
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3. Some terminology; basic relations



Definitions describing “new” features of the computers


● time model


● speedup


● —- how fast we are


● efficiency


● —- how fast we are with respect to our resources


● granularity (of algorithm, implementation)


● —- how large blocks of the code we will consider
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3. Some terminology; basic relations: II.



Simplified time models


sequential time


tseq = tsequential_startup_latency + toperation_time


vector pipeline time


tvec = tvector_startup_latency + n ∗ toperation_time


communication time


ttransf er_n_words = tstartup_latency + n ∗ ttransf er_word


● startup latency: delay time to start the transfer


● more complicated relations among data and computer from our
standpoint invisible, but we should be aware of them
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3. Some terminology; basic relations: III.



Speedup S


Ratio Ts/Tp where Ts is time for a non-enhanced run and Tp is time for the
 enhanced run.


● Typically:


● – Ts: sequential time


● – Tp: time for parallel or vectorized run


● for multiprocesor run with p processors: 0 < S ≤ p


● vector pipeline: next slide
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3. Some terminology; basic relations: IV.



Speedup S (continued)


time op − 1 op − 2 op − 3 op − 4 op − 5


1 a1


2 a2 a1


3 a3 a2 a1


4 a4 a3 a2 a1


5 a5 a4 a3 a2


. . . .


for processing p entries needed: length ∗ p/(length + p) clock cycles (here
 length = 5)


Speedup:
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3. Some terminology; basic relations: V.



Efficiency E


Ratio S/p where S is speedup and p characterizes the enhancement.


● if p is number of processors: 0 < E ≤ 1


● if p is pipeline length: 0 < E ≤ 1



Relative speedup and efficiency for multiprocessors S
p and E
p

Sp = T1/Tp,


where T1 is time for running the parallel code on one processor.


● typically Tp ≥ Ts


● other similar definitions of E and S (e.g., taking into account relation
 parallel code × best sequential code


● memory hierarchy effects (e.g., SGI2000 2-processor effect; large
memory on parallel machines)
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3. Some terminology; basic relations: VI.



Amdahl’s law


● expresses natural surprise by the following fact:


● if a process performs part of the work quickly and part of the work
slowly then the overall (speedup, efficiency) is strongly limited by the
part performed slowly
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3. Some terminology; basic relations: VI.



Amdahl’s law


● expresses natural surprise by the following fact:


● if a process performs part of the work quickly and part of the work
 slowly then the overall (speedup, efficiency) is strongly limited by the
 part performed slowly


Notation:


● f: fraction of the slow (sequential) part


● (1 − f): the rest (parallelized, vectorized)


● t: overall time
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Amdahl’s law


● expresses natural surprise by the following fact:


● if a process performs part of the work quickly and part of the work
 slowly then the overall (speedup, efficiency) is strongly limited by the
 part performed slowly


Notation:


● f: fraction of the slow (sequential) part


● (1 − f): the rest (parallelized, vectorized)


● t: overall time


f


1−f


sequential


parallel



(29)
3. Some terminology; basic relations: VI.



Amdahl’s law


● expresses natural surprise by the following fact:


● if a process performs part of the work quickly and part of the work
 slowly then the overall (speedup, efficiency) is strongly limited by the
 part performed slowly


Notation:


● f: fraction of the slow (sequential) part


● (1 − f): the rest (parallelized, vectorized)


● t: overall time



Then : S = f ∗ t + (1 − f )t



f ∗ t + (1 − f ) ∗ (t/p) ≤ 1 f


f


1−f


sequential


parallel
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3. Some terminology; basic relations: VI.



Amdahl’s law


● expresses natural surprise by the following fact:


● if a process performs part of the work quickly and part of the work
 slowly then the overall (speedup, efficiency) is strongly limited by the
 part performed slowly


Notation:


● f: fraction of the slow (sequential) part


● (1 − f): the rest (parallelized, vectorized)


● t: overall time



Then : S = f ∗ t + (1 − f )t



f ∗ t + (1 − f ) ∗ (t/p) ≤ 1 f


f


1−f


sequential


parallel
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3. Some terminology; basic relations: VII.



Amdahl’s law (continued)


Described in: (Gene Amdahl: Interpretation of AMDAHL’s theorem,
 advertisement of IBM, 1967)


Gene Myron Amdahl (1922 —)


● worked on IBM 704/709, IBM/360 Series, Amdahl V470 (1975)



Amdahl’s law relevancy


● Only a simple approximation of computer processing: dependence f(n)
 not considered:


❋ fully applies when there are absolute constraints for solution time
 (weather prediction, financial transactions)


❋ Algorithm is effectively parallel if f → 0 for n → ∞.


● Speedup / efficiency anomalies:


❋ More processors may have more memory/cache


❋ Increasing chances to find a lucky solution in parallel combinatorial
algorithms
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3. Some terminology; basic relations: VIII.



Scalability


● program is scalable if:


● larger efficiency comes with larger number of processors or longer
 pipeline


● multiprocessors: linear, sublinear, superlinear S/E


● different specialized definitions for


❋ growing number of processors / pipeline length


❋ growing time



Isoefficiency


● Overhead function: To(size, p) = pTp(size, p) − Ts


● Efficiency: E = 1/(1 + To(size, p)/size)
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3. Some terminology; basic relations: IX.



Load balancing


Techniques to minimize Tp on multiprocessors by approximate equalizing
 tasks for individual processors.


● static load balancing


❋ array distribution schemes (block, cyclic, block-cyclic, randomized
 block)


❋ graph partitioning


❋ hierarchical mappings


● dynamic load balancing


❋ centralized schemes


❋ distributed schemes


Will be discussed later
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3. Some terminology; basic relations: IX.



Semaphores


● Signals operated by individual processes and not by central control


● Shared memory computers’ feature


● Introduced By Dijkstra.



Message passing


● Mechanism to transfer data from one process to another.


● Distributed memory computers’ feature


● Blocking × non-blocking communication
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4. Parallelism for us



Mathematician’s point of view


● We need to: convert algorithms into state-of-the-art codes


● algorithms → codes → computers


Algorithm


Idealized computer


Computer


Implementation, Code


● What is the idealized computer?
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4. Parallelism for us



Idealized computer


● idealized vector processor


● idealized uniprocessor


● idealized computers with more processors
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5. Uniprocessor model



CPU



Memory

I/O
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5. Uniprocessor model: II.



Example: model and reality


Even simple Pentium III has on-chip


● pipeline (at least 11 stages for each instruction)


● data parallelism (SIMD type) like MMX (64bit) and SSE (128bit)


● instruction level parallelism (up to 3 instructions)


● more threads at system level based on bus communication
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5. Uniprocessor model: III.



How to ...?: pipelined superscalar CPU: not for us


( pipelines; ability to issue more instructions at the same time)


● detecting true data dependencies: dependencies in processing order


● detecting resource dependencies: competition of data for computational
 resources


● — reordering instructions; most microprocessors enable out-of-order
 scheduling


● solving branch dependencies


● — speculative scheduling across; typically every 5th-6th instruction is a
 branch


● VLIW – compile time scheduling
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5. Uniprocessor model: IV.



How to ...?: memory and its connection to CPU


(should be considered by us)


1. memory latency


—- delay between memory request and data retrieval
 2. memory bandwidth


—- rate at which data can be transferred from/to memory
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5. Uniprocessor model: V.



Memory latency and performance


Example: processor 2GHz, DRAM with latency 0.1µs; two FMA unit on the
 processor and 4-way superscalar (4 instructions in a cycle, e.g., two adds
 and two multiplies)


● cycle time: 0.5ns


● maximum processor rate: 8 GFLOPs


● for every memory request: 0.1 µs waiting


● it is: 200 cycles wasted for each operation


● dot product: two data fetches for each multiply-add (2 ops)


● consequently: one op for one fetch


● resulting rate: 10 MFLOPs
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5. Uniprocessor model: VI.



Hiding / improving memory latency (I.)


a) Using cache


The same example


● cache of size 64kB


● it can store matrices A,B and and C of dimension 50


● matrix multiplication A ∗ B = C


● matrix fetch: 5000 bytes: 500 µs


● ops: 2n3 time for ops: 2 ∗ 643 ∗ 0.5 ns = 262 µs


● total: 762 µs


● resulting rate: 688 MFLOPs
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5. Uniprocessor model: VII.



Hiding / improving memory latency (II.)


b) Using multithreading


(Thread: A sequence of instructions in a program which runs a certain
 procedure.)


dot products of rows of A with b
 do i=1,n


r(i)=A(i,:)’*b
end do
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5. Uniprocessor model: VIII.



Hiding / improving memory latency (III.) (continued)


multithreaded version of the dot product
 do i=1,n


r(i)=new_thread(dot_product, double, A(i,:), b)
 end do


● processing more threads: able to hide memory latency


● important condition: fast switches of threads


● HEP or Tera can switch in each cycle
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5. Uniprocessor model: IX.



Hiding / improving memory latency (III.)


c) Prefetching


● advancing data loads


● as some other techniques, it can induce the rate for our example: an
operation per clock cycle
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5. Uniprocessor model: X.



Memory bandwith


data transfer rate / peak versus average


● improvement of memory bandwidth: increase size of communicated
 memory blocks


● sending consecutive words from memory


● requires spatial locality of data


● column versus row major data access: the physical access should be
compatible with the logical accass from programming language
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5. Uniprocessor model: XI.



Memory bandwith (continued)


summing columns of A
 do i=1,n


sum(i)=0.0d0
 for j=1,n


sum(i)=sum(i) + A(i,j)
 end do


end do


● matrix is stored columnwise: good spatial locality


● matrix is stored rowwise: bad spatial locality


● of course, code can be rewritten for row major data access


● C, Pascal (rowwise), Fortran (columnwise)
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5. Uniprocessor model: XII.



Memory bandwith and latency: conclusions


● The other side of memory hiding memory latency: increase in memory
 bandwidth


● memory bandwidth improvements if the vectors are long: breaking the
 iteration space into blocks: tiling


● exploit any possible spatial and temporal locality to amortize memory
 latency and increase effective memory bandwidth


● the ratio q: ops / number of memory accesses: good indicator of
 tolerance to memory bandwidth


● memory layout, organization of computation are a significant challenge
for users
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5. Uniprocessor model: XIII.



How to improve the ratio q : ops / number of memory accesses? How to standardize the improvement?


⇓


more levels of Basic Linear Algebra Subroutines (BLAS)


● basic linear algebraic operations with vectors


● basic linear algebraic operations with matrices


● closer to “matlab elegance”


● in fact, first matlab started with LINPACK (1979) kernels with clever
implementation of vector and matrix operations
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5. Uniprocessor model: XIV.



BLAS


operation ops comms q = ops/comms


αx + y 2 ∗ n 3 ∗ n + 1 ≈ 2/3


αAx + y 2 ∗ n2 + n n2 + 3 ∗ n + 1 ≈ 2
 αAB + C 2 ∗ n3 + n2 4 ∗ n2 + 1 ≈ n/2


● BLAS1 (1979): SAXPY (αx + y), dot_product (xTy), vector_norm, plane
 rots, ...


● BLAS2 (1988): matvecs (αAx + βy), rank-1 updates, rank-2
 updates,triang eqs, ...


● BLAS3 (1990): matmats et al.: SGEMM (C = AB)
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5. Uniprocessor model: XIV.



BLAS pros and cons


● BLAS (pros): for most of available computers


● – increase effective memory bandwidth


● – portability


● – modularity


● – clarity


● – much simpler software maintenance


● BLAS (cons): time-consuming interface for simple ops


● – further possible improvements based on the problem knowledge
(distinguishing cases with specific treatment like loop unrolling)
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5. Uniprocessor model: XV.



Standardization at the higher level: LAPACK


● covers solvers for dense and banded


● – systems of linear equations


● – eigenvalue problems


● – least-squares solutions of overdetermined systems


● associated factorizations: LU, Cholesky, QR, SVD, Schur, generalized
 Schur)


● additional routines: estimates of condition numbers, factorization
 reorderings by pivoting


● based on LINPACK (1979) and EISPACK (1976) projects
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6. Vector processor model



Founding father


● chief constructor of latest model of CDC computers with some parallel
 features)


● Cray computers: one of most successful chapters in the history of
 development of parallel computers


● first CRAYs: vector computers
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6. Vector processor model: II.



Vector processing principles


1. Vector computers’ basics


● pipelined instructions


● pipelined data: vector registers


● typically different vector processing units for different operations


V1


S1


*
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6. Vector processor model: III.



Vector processing principles


1. Vector computers’ basics (continued)


● important breakthrough: efficient vectorizing sparse data ⇒ enormous
 influence on scientific computing


❋ instructions: compress, expand, scatter, gather


scatter b
 do i=1,n


a(index(i)) = b(i)
 end do


x


1 1 1 1 mask


x1 x3 x6 x10


❋ Cyber-205 (late seventies): efficient software (in microcode)


❋ since Cray X-MP: performed by hardware
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6. Vector processor model: IV.



Vector processing principles


2. Chaining


● overlapping of vector instructions: introduced in Cray-1 (1976)


● results in c + length clock cycles for a small c to process a vector
 operation with vectors of length length


● the longer the vector chain the better speedup


● the effect called supervector performance


V1


S1


*
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6. Vector processor model: V.



Vector processing principles


● Stripmining


❋ splitting long vectors


❋ still saw-like curve of speedup relative to vector length


S


length


● Stride: distance between vector elements


❋ Fortran matrices: column major


❋ C, Pascal matrices: row major
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6. Vector processor model: VII.



Vector processing and us


● Prepare data to be easily vectorized: II.
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6. Vector processor model: VII.



Vector processing and us


● Prepare data to be easily vectorized: II.


❋ loop unrolling: prepare new possibilities for vectorization by a more
 detailed description


❋ in some cases: predictable sizes of blocks: efficient processing of
loops of fixed size
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6. Vector processor model: VII.



Vector processing and us


● Prepare data to be easily vectorized: II.


❋ loop unrolling: prepare new possibilities for vectorization by a more
 detailed description


❋ in some cases: predictable sizes of blocks: efficient processing of
 loops of fixed size


subroutine dscal(n,da,dx,incx)
 do 50 i = mp1,n,5


dx(i) = da*dx(i)


dx(i + 1) = da*dx(i + 1)
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6. Vector processor model: VIII.



Vector processing and us


● Prepare data to be easily vectorized: III.
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6. Vector processor model: VIII.



Vector processing and us


● Prepare data to be easily vectorized: III.


❋ loop interchanges: 1. recursive doubling for polynomial evaluation
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6. Vector processor model: VIII.



Vector processing and us


● Prepare data to be easily vectorized: III.


❋ loop interchanges: 1. recursive doubling for polynomial evaluation
 Horner’s rule: p(k) = an−k + p(k−1)x for getting p(n).


strictly recursive and non-vectorizable
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6. Vector processor model: VIII.



Vector processing and us


● Prepare data to be easily vectorized: III.


❋ loop interchanges: 1. recursive doubling for polynomial evaluation
 Horner’s rule: p(k) = an−k + p(k−1)x for getting p(n).


strictly recursive and non-vectorizable
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.


❋ loop interchanges: 2. cyclic reduction


❋ demonstrated for solving tridiagonal systems: other “parallel” TD
solvers: later (twisted factorization)
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.


❋ loop interchanges: 2. cyclic reduction


❋ demonstrated for solving tridiagonal systems: other “parallel” TD
 solvers: later (twisted factorization)


even-odd rearrangement of rows
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.


❋ loop interchanges: 2. cyclic reduction


❋ demonstrated for solving tridiagonal systems: other “parallel” TD
 solvers: later (twisted factorization)


even-odd rearrangement of rows




















d0 f0


e1 d1 f1


e2 d2 f2


e3 d3 f3


e4 d4 f4
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.


❋ loop interchanges: 2. cyclic reduction


❋ demonstrated for solving tridiagonal systems: other “parallel” TD
 solvers: later (twisted factorization)


even-odd rearrangement of rows























d0 f0


d2 e2 f2


d4 e4 f4


d6 e6


e1 f1 d1


e3 f3 d3


e5 f5 d5
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6. Vector processor model: IX.



Vector processing and us


● Prepare data to be easily vectorized: IV.


❋ loop interchanges: 2. cyclic reduction


❋ demonstrated for solving tridiagonal systems: other “parallel” TD
 solvers: later (twisted factorization)


even-odd rearrangement of rows




















d0 f0


d2 e2 f2


d4 e4 f4


d6 e6


e1 f1 d1
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7. Multiprocessor model



Basic items (some of them emphasized once more)


● communication


● – in addition to memory latency and memory bandwidth we consider
 latencies and bandwidths connected to mutual communication


● granularity


● – how large should be independent computational tasks


● load balancing


● – balancing work in the whole system


● resulting measure: parallel efficiency / scalability
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7. Multiprocessor model: II.



Communication


Additional communication (with respect to uniprocessor P-M ): P-P


● store and forward routing via l links between two processors


● – tcomm = ts + l(mtw + th)


● – ts: transfer startup time (includes startups for both nodes)


● – m: message size


● – th: node latency (header latency)


● – tw: time to transfer a word


● – simplification: tcomm = ts + lmtw


● typically: poor efficiency of communication
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7. Multiprocessor model: III.



Communication (continued)



Single message



Message broken into two parts
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7. Multiprocessor model: IV.



Communication (continued 2)


● packet routing: routing r packets via l links between two processors


● subsequent sends after a part of the message (packet) received


● – tcomm = ts + thl + tw1m + m/rtw2(r + s)


● – ts: transfer startup time (includes startups for both nodes)


● – tw1: time for packetizing the message, tw2: time to transfer a word, s:


size of info on packetizing


● – finally: tcomm = ts + thl + mtw


● – stores overlapped by transfer


● cut through routing: message broken into flow control digits (fixed size
units)
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7. Multiprocessor model: V.



Communication (shared memory issues)


● avoid cache thrashing (degradation of performance due to insufficient
 caches); much more important on multiprocessor architectures ⇒
 typical deterioration of performance when a code is transferred to a
 parallel computer


● more difficult to model prefetching


● difficult to get and model spatial locality because of cache issues


● cache sharing (sharing data for different processors in the same cache
 lines)


● remote access latencies (data for a processor updated in a cache of
another processor)
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7. Multiprocessor model: VI.



Optimizing communication


● minimize amount of transferred data: better algorithms


● message aggregation, communication granularity, communication
 regularity: implementation


● minimize distance of data transfer: efficient routing, physical platform
organizations (not treated here)(but tacitly used in some very general
and realistic assumptions)
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7. Multiprocessor model: VII.



Granularity of algorithms, implementation, computation


Rough classification of size of program sections executed without
 additional communication


● fine grain


● medium grain


● coarse grain
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7. Multiprocessor model: VIII.



Fine grain example 1: pointwise Jacobi iteration


x+ = (I − D−1A)x + D−1b


A =











B −I


−I B −I
 . . . .


−I B








B =











4 −1


−1 4 −1
 . . . .


−1 4
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 4


4
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7. Multiprocessor model: IX.



Fine grain example 1: pointwise Jacobi iteration (continued)


x+ij = xij + (bij + xi−1,j + xi,j−1 + xi+1,j + xi,j+1 − 4 ∗ xij)/4


i


j


1 1 1 1 1


1 1 1 1 1


1 1 1 1 1


1 1 1 1 1


1 1 1 1 1
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7. Multiprocessor model: X.



Fine grain example 1: pointwise Gauss-Seidel iteration


x+ = (I − (D + L)−1A)x + (D + L)−1b


x+ij = xij + (bij + x+i−1,j + x+i,j−1 + xi+1,j + xi,j+1 − 4 ∗ xij)/4


3
 4


4
 5


5


5
 6


6


6
 7


7


7
 8


8
9
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7. Multiprocessor model: XI.



Granularity


Concept of granularity:


can be generalized to: Decomposition of the computation



Problem decomposition (I/IV)


● recursive decomposition: divide and conquer strategy


● – example: sorting algorithm quicksort


● —- select an entry in the sorted sequence


● —- partitions the sequence into two subsequences
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7. Multiprocessor model: XII.



Problem decomposition (II/IV)


One step of quicksort – basic scheme


00000000
 00000000
 00000000
 0000


11111111
 11111111
 11111111


3 1 11117 2 5 8 6 4 3


1 2 3 7 5 8 6 4 3
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7. Multiprocessor model: XIII.



Problem decomposition (III/IV)


● data decomposition: split the problem data


● – example: matrix multiplication
 A11 A12


A21 A22


!  B11 B12
 B21 B22


!


→ C11 C12
 C21 C22


!
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7. Multiprocessor model: XIV.



Problem decomposition (IV/IV)


● exploratory decomposition: split the search space


● – used, e.g., in approximate solving NP-hard combinatorial optimization
 problems


● speculative; random decompositions


● – example: evaluating branch instructions before a branch condition is
 evaluated


● hybrid decomposition: first recursive decomposition into large chunks,
later data decomposition
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7. Multiprocessor model: XV.



Load balancing


● static mappings


● – 1. data block distribution schemes


● – example: matrix multiplication


● – n: matrix dimension; p: number of processors


● – 1D block distribution: processors own row matrix blocks: each one has
 n/p of rows


● – 2D block distribution: processors own blocks of size n/√p × n/√p
 partitioned by both rows and columns:


● – input, intermediate, output block data distributions
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7. Multiprocessor model: XVI.



Load balancing: 1D versus 2D matrix distribution for a matmat (matrix-matrix multiplication)



1D partitioning
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7. Multiprocessor model: XVII.



Load balancing: Data block distribution schemes for matrix algorithms with nonuniform work with respect to ordering of



indices


● example: LU decomposition


● cyclic and block-cyclic distributions



1D and 2D block cyclic distribution
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7. Multiprocessor model: XVIII.



Load balancing: other static mappings


● randomized block distributions


● – useful, e.g. for sparse or banded matrices


● graph partitioning


● – an application based input block data distribution


● hierarchical static mappings


● task-based partitionings
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7. Multiprocessor model: XIX.



Load balancing: dynamic mappings


● centralized schemes


● – master: a special process managing pool of available tasks


● – slave: processors performing tasks from the pool


● —- self-scheduling (choosing tasks in independent demands)


● —- controlled-scheduling (master involved in providing tasks)


● —- chunk-scheduling (slaves take a block of tasks)


● distributed schemes


● – more freedom, more duties


● – synchronization between sender and receiver


● – initiation of tasks
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7. Multiprocessor model: XX.



User point of view: tools


● the most widespread message passing model: MPI paradigm


● – supports execution of different programs on each of processors


● – enables easy description using SPMD approach: a way to having job
 of program writing efficient


● – simple parallelization with calls to a library


● other message passing model: PVM


● – some enhancements but less efficient


● Posix Thread API


● Shared-memory OpenMP API
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7. Multiprocessor model: XXI.



Example: basic MPI routines


● 
MPI_init(ierr)


● 
MPI_finalize(ierr)


● 
MPI_comm_rank(comm,rank,ierr)


● 
MPI_comm_size(comm,size,ierr)


● 
MPI_send(buf,n,type,dest,tag,comm,ierr)


● 
MPI_recv(buf,n,type,srce,tag,comm,status,ierr)


● 
MPI_bcast(buf,n,type,srce,tag,comm,status,ierr)


● 
MPI_REDUCE(sndbuf,rcvbuf,1,type,op,0,comm,ierr)
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7. Multiprocessor model: XXII.


c******************************************************************


c pi.f - compute pi by integrating f(x) = 4/(1 + x**2)
 c (rewritten from the example program from MPICH, ANL)
 c


c Each node:


c 1) receives the number of rectangles used in the approximation.


c 2) calculates the areas of it’s rectangles.


c 3) Synchronizes for a global summation.


c Node 0 prints the result.


c


program main
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7. Multiprocessor model: XXIII.


c function


f(a) = 4.d0 / (1.d0 + a*a)
 c init


call MPI_INIT( ierr )
 c who am I?


call MPI_COMM_RANK( MPI_COMM_WORLD, myid, ierr )
 c how many of us?


call MPI_COMM_SIZE( MPI_COMM_WORLD, numprocs, ierr )


print *, "Process ", myid, " of ", numprocs, " is alive"


c


10 if ( myid .eq. 0 ) then


write(*,*) ’Enter the number of intervals: (0 quits)’


read(*,*) n
endif
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7. Multiprocessor model: XXIV.


c distribute dimension


call MPI_BCAST(n,1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
 c calculate the interval size


h = 1.0d0/n
 c


sum = 0.0d0


do i = myid+1, n, numprocs
 x = h * (dble(i) - 0.5d0)
 sum = sum + f(x)


end do


mypi = h * sum
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7. Multiprocessor model: XXV.


c node 0 prints the answer.


if (myid .eq. 0) then


write(6, 97) pi, abs(pi - PI25DT)


97 format(’ pi is approximately: ’, F18.16,
 + ’ Error is: ’, F18.16)


endif


30 call MPI_FINALIZE(rc)
 stop


end
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7. Multiprocessor model: XXVI.



Linear algebra standardization and multiprocessor model


● BLACS: Basic linear algebra communication subroutines (low level of
 concurrent programming)


● PBLAS: Parallel BLAS: “parallel” info is transferred via a descriptor array


● ScaLAPACK: library of high-performance linear algebra for message
 passing architectures


● All of these based on the message-passing primitives
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7. Multiprocessor model: XXVII.



Dependency tree for linear algebra high-performance software



ScaLAPACK



PBLAS



BLACS



MPI, PVM



BLAS

LAPACK
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8. Basic parallel operations



Dense matrix-vector multiplication


Algorithm 1 sequential matrix-vector multiplication y = Ax
 for i = 1, . . . n


yi = 0


for j = 1, . . . n
 yi = yi + aijxj
 end j


end i


a) rowwise 1-D partitioning


b) 2-D partitioning
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8. Basic parallel operations: II.



Dense matrix-vector multiplication: rowwise 1-D partitioning



P0 P1 P2 P3 P4 P5 P0



P1 P2 P3 P4 P5



x0 x1 x2 x3 x4 x5



x0



x1



x2 x3



x4 x5


● Communication: all-to-all communication among n processors
 (P0 − −Pn−1); Θ(n) for a piece of communication


● Multiplication: Θ(n)


● Altogether: Θ(n) parallel time, Θ(n2) process time: cost optimal:


(asymptotically same number of operations when sequentialized)
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8. Basic parallel operations: III.



Dense matrix-vector multiplication: block-rowwise 1-D partitioning


● Blocks of the size n/p, matrix block-rowwise stripped, vectors x and y
 split into subvectors of length n/p.


● Communication: all-to-all communication among p processors


(P0 − −Pp−1): time ts log(p) + tw(n/p)(p − 1) ≈ ts log(p) + twn (using
 rather general assumption on implementation of collective


communications).


● Multiplication: n2/p


● Altogether: n2/p + ts log(p) + twn parallel time; cost optimal for
p = O(n) (asymptotically the same number of operations as in the
sequential case).
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8. Basic parallel operations: IV.



Dense matrix-vector multiplication: 2-D partitioning



x0 x1 x2 x3 x4 x5



x0



x1



x2 x3



x4 x5



P0 P1 P2 P5



P6



P25 ... ...



...



...



...


● Communication I.: Align vector x


● Communication II.: one-to-all broadcast among n processors of each
 column: Θ(log(n))


● Communication III.: all-to-one reduction in rows: Θ(logn)


● Multiplication: 1


● Altogether: Θ(n) parallel time; process time Θ(n2 logn). Algorithm is not
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8. Basic parallel operations: V.



Dense matrix-vector multiplication: block 2-D partitioning



x0 x1 x2 x3 x4 x5



x0



x1



x2 x3



x4 x5



P0 P1 P2 P5



P6



P25 ... ...



...



...



...


● Multiplication: n2/p


● Aligning vector: ts + twn/√p


● Columnwise one-to-all broadcast: (ts + twn/√p) log(√p)
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8. Basic parallel operations: VI.



Dense matrix-matrix multiplication: 2-D partitioning


P0 P1 P2 P5


P6


P25
 ... ...


...


...


...


● Communication: Two all-to-all broadcast steps


● Each with √p concurrent broadcasts among groups of √p processes


● Total communication time 2ts log(√p) + twn2/p√p


● Multiplications of matrices of dimensions n/√p, √p-times.


● Altogether: n3/p + tsplogp + 2twn2/√p parallel time. Algorithm is cost
 optimal for p = O(n2)


● Large memory consumption: each process has √p blocks od size
Θ(n2/p).
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8. Basic parallel operations: VII.



Dense matrix-matrix multiplication: Cannon’s algorithm


A00 A01 A02 A03
 A10 A11 A12 A13
 A20 A21 A22 A23
 A30 A31 A32 A33


B00 B01 B02 B03
B10 B11 B12 B13
B20 B21 B22 B23
B30 B31 B32 B33
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8. Basic parallel operations: VII.



Dense matrix-matrix multiplication: Cannon’s algorithm


A00 A01 A02 A03
 A10 A11 A12 A13
 A20 A21 A22 A23
 A30 A31 A32 A33


B00 B01 B02 B03
 B10 B11 B12 B13
 B20 B21 B22 B23
 B30 B31 B32 B33
 A00 A01 A02 A03


A12 A13 A10
 A11


A22 A23 A20 A21
 A33 A30 A31 A32


B00 B11 B22 B33
 B21 B32 B03
 B10


B20 B31 B02 B13
B30 B01 B12 B23
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8. Basic parallel operations: VII.



Dense matrix-matrix multiplication: Cannon’s algorithm


A00 A01 A02 A03
 A10 A11 A12 A13
 A20 A21 A22 A23
 A30 A31 A32 A33


B00 B01 B02 B03
 B10 B11 B12 B13
 B20 B21 B22 B23
 B30 B31 B32 B33
 A00 A01 A02 A03


A12 A13 A10
 A11


A22 A23 A20 A21


B00 B11 B22 B33
 B21 B32 B03
 B10


B20 B31 B02 B13
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8. Basic parallel operations: VII.



Dense matrix-matrix multiplication: Cannon’s algorithm


A00 A01 A02 A03
 A12 A13 A10
 A11


A22 A23 A20 A21
 A33 A30 A31 A32


B00 B11 B22 B33
 B21 B32 B03
 B10


B20 B31 B02 B13
 B30 B01 B12 B23


● Memory-efficient: version of matrix-matrix multiplication


● Parallel time and cost-optimality asymptotically the same.


● Possible to use n3/ logn processes to get Θ(logn) parallel time (Dekel,
 Nassimi, Sahni) (not cost optimal)


● There exists also a fast cost-optimal variant
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8. Basic parallel operations: VIII.



Gaussian elimination (here the kij case of LU factorization)


(k,k)
 (i,k)


(k,j)


(i,j)


a(k,j)=a(k,j)/a(k,k)
a(i,j)=aa(i,j)−a(i,k)*a(k,j)
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8. Basic parallel operations: VIII.



Gaussian elimination (here the kij case of LU factorization)


active part
 (k,k)


(i,k)


(k,j)


(i,j)


a(k,j)=a(k,j)/a(k,k)
 a(i,j)=aa(i,j)−a(i,k)*a(k,j)


sequential time complexity:


2/3n3 + O(n2)
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8. Basic parallel operations: IX.



Standard Gaussian elimination: 1-D partitioning


1
 0 1
 0
 0
 0
 0
 0
 0


0
0
0
0
0
0
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8. Basic parallel operations: IX.



Standard Gaussian elimination: 1-D partitioning


1
 0 1
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1
 0 1
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1
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8. Basic parallel operations: IX.



Standard Gaussian elimination: 1-D partitioning


1
 0 1
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1
 0 1
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1


1
 0 1
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1
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8. Basic parallel operations: IX.



Standard Gaussian elimination: 1-D partitioning


1
 1
 0
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1
 1
 0
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1


1
 1
 0
 0
 0
 0
 0
 0
 0


0
 0
 0
 0
 0
 0


1


● Computation: 3Pn−1


k=0(n − k − 1) = 3n(n − 1)/2


● Parallel time: 3n(n − 1)/2 + tsnlogn + 1/2twn(n − 1) log n


● This is not cost-optimal, since the total time is Θ(n3 logn).



(114)
8. Basic parallel operations: X.



Pipelined Gaussian elimination: 1-D partitioning


1 1 1


1 1 1


1


1
1
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8. Basic parallel operations: XI.



Pipelined Gaussian elimination: 1-D partitioning (continued)


● Total number of steps: Θ(n)


● Operations:, each of O(n) time complexity


❋ Communication O(n) entries


❋ Division O(n) entries by a scalar


❋ Elimination step on O(n) entries


❋ Parallel time: O(n2); Total time: O(n3).


❋ Not the same constant in the asymptotic complexity as in the
sequential case: some processors are idle.
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