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      (1)ERROR: COMPUTABLE UPPER BOUNDS AND STOPPING
 CRITERIA FOR ITERATIVE SOLVERS


PAVEL JIR ´ANEK∗, ZDENˇEK STRAKOˇS†, AND MARTIN VOHRAL´IK‡


Abstract. We consider the finite volume and the lowest-order mixed finite element discretiza-
 tions of a second-order elliptic pure diffusion model problem. The first goal of this paper is to derive
 guaranteed and fully computable a posteriori error estimates which take into account an inexact
 solution of the associated linear algebraic system. We show that the algebraic error can be simply
 bounded using the algebraic residual vector. Much better results are, however, obtained using the
 complementary energy of an equilibrated Raviart–Thomas–N´ed´elec discrete vector field whose di-
 vergence is given by a proper weighting of the residual vector. The second goal of this paper is to
 construct efficient stopping criteria for iterative solvers such as the conjugate gradients, GMRES, or
 Bi-CGStab. We claim that the discretization error, implied by the given numerical method, and the
 algebraic one should be in balance, or, more precisely, that it is enough to solve the linear algebraic
 system to the accuracy which guarantees that the algebraic part of the error does not contribute
 significantly to the whole error. Our estimates allow a reliable and cheap comparison of the dis-
 cretization and algebraic errors. One can thus use them to stop the iterative algebraic solver at the
 desired accuracy level, without performing an excessive number of unnecessary additional iterations.


Under the assumption of the relative balance between the two errors, we also prove the efficiency
 of our a posteriori estimates, i.e., we show that they also represent a lower bound, up to a generic
 constant, for the overall energy error. A local version of this result is also stated. Several numerical
 experiments illustrate the theoretical results.


Key words. Second-order elliptic partial differential equation, finite volume method, mixed
 finite element method, a posteriori error estimates, iterative methods for linear algebraic systems,
 stopping criteria.


AMS subject classifications. 65N15, 65N30, 76M12, 65N22, 65F10


1. Introduction. In numerical solution of partial differential equations, the
 computed result is an approximate solution found in some finite-dimensional space.


A natural question is whether this solution is a sufficiently accurate approximation of
 the exact (weak) solution of the problem at hand. A posteriori error estimates aim at
 giving an answer to this question while providing upper bounds on the error between
 the approximate and exact solutions that can be easily computed. Their mathemati-
 cal theory was started by the pioneering paper by Babuˇska and Rheinboldt [6] and a
 vast amount of literature on this subject exists nowadays; we refer, e.g., to the books
 by Verf¨urth [45] or Ainsworth and Oden [2]. Apart from few exceptions, they rely on
 the assumption that the linear system resulting from discretizationis solved exactly.


This is not assumed, e.g., in the work by Wohlmuth and Hoppe [52], but the bounds,
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(2)taking into account possible errors of the linear algebraic solver, are valid only for a
 sufficiently refined mesh, and/or contain various unspecified constants. Therefore a
 practical overall error control and balancing the discretization and algebraic error is
 not possible. R¨ude gives in [35] estimates of the energy norm of the error based on
 the norms of the residual functionals obtained from some particular stable splitting
 of the underlying Hilbert space. Repin [32, 33] and Korotov [22] do not use any in-
 formation about the discretization method and the method for solving the resulting
 linear algebraic system. This makes their estimates very general but the price is that
 they may be quite costly and not sufficiently accurate, see the theoretical comparison
 in [49] and [15]. It is again not possible to compare the discretization and algebraic
 errors and to construct stopping criteria for algebraic iterative solvers.


Ignoring (for the moment) rounding errors, a moderate size system of linear alge-
 braic equations can be solved exactly. If a direct method can be used and the linear
 algebraic problem is reasonably well conditioned, then one can get a highly accu-
 rate solution even in finite precision arithmetic. The same is true for some iterative
 methods providing that one performs a sufficient number of iterations. When the
 linear algebraic system is large, (preconditioned) iterative methods become compet-
 itive with direct ones, and in many cases they represent the only viable alternative.


Here it should be emphasized that applications of direct and iterative methods are
 principally different. While in direct methods the whole solution process must be
 completed to the very end in order to get a meaningful numerical solution, iterative
 methods can produce an approximation of the solution at each iteration step. The
 amount of computational work depends on the number of iterations performed, and
 an efficient PDE solver should use this principal advantage by stopping the algebraic
 solver whenever the algebraic error drops to the level at which it does not significantly
 affect the whole error (cf. [5]). In other words, the linear algebraic system is affected
 by the errors on the preceding stages (modeling and discretization errors) of the so-
 lution process. Therefore it does not represent the investigated problem accurately.


Solving an inaccurate linear system to a non-needed high accuracy is meaningless. It
 represents nothing but wasting computational time and resources. Similarly, compar-
 ison of direct and iterative algebraic solvers at the same high accuracy level can be
 misleading, since the high accuracy may not be needed (for a detailed discussion we
 refer to [40]).


Efficient use of iterative solvers requires reliable stopping criteria. The simplest,
 most often used, and mathematically most questionable stopping criterion is based on
 evaluation of the relative Euclidean norm of the residual vector, see, e.g., the discussion
 in [21, Section 17.5]. There is only a rough connection of the relative residual norm
 to the whole error in approximation of the continuous problem (we discuss this point
 in detail in Section 7.1 below) and, usually, not even this connection is considered.


Consequently, one either continues the iterations until the residual norm is not further
 reduced (i.e., one uses the iterative solver essentially as a direct solver, possibly wasting
 resources and computational time without getting any further improvement of the
 whole error), or stops earlier at a risk that the computed solution is not sufficiently
 accurate. For some enlightening comments we refer, e.g., to [28].


The question of stopping criteria has been already addressed by, e.g., Becker et
al. [8]. In connection with numerical discretization, this paper uses the residual error
estimate and develops a stopping criterion for the multigrid solver. However, the
constants resulting from the general interpolation bounds can deteriorate the effec-
tivity index, i.e., the ratio of the error estimate and the actual error. A remarkable



(3)approach relating the algebraic and discretization errors is represented by the so-
 called cascadic conjugate gradient method of Deuflhard [12], which was further stud-
 ied by several other authors, see, e.g., [38]. In [3], Arioli compares the bound on the
 discretization error with the error of the iterative method when solving self-adjoint
 second-order elliptic problems. He uses the relationship between the energy norm
 defined in the underlying Hilbert space for the weak formulation and its restriction
 onto the discrete space, in combination with the numerically stable algebraic error
 bounds [41], see also [42]. Arioli et al. [4] extend these results for non self-adjoint
 problems. Their approach is interesting and useful in some applications but relies on
 ana prioriknowledge, not an a posteriori bound for the discretization error. Stopping
 the algebraic iterative solver based on a priori information on the discretization error
 is also applied in the context of wavelet discretizations of elliptic partial differential
 equations by Burstedde and Kunoth [10]. Finally, the interesting technique of Patera
 and Rønquist [28], see also Maday and Patera [23], gives computable lower and upper
 asymptotic bounds of a linear functional of an approximate linear system solution and
 hence, if the asymptotic bound property is obtained for some reasonable number of
 iterations, a stopping criterion. It is, however, tailored to a fast converging precondi-
 tioned primal-dual conjugate gradient Lanczos method, and, at least in the presented
 form, it does not relate the discretization and algebraic parts of the error. Moreover,
 it does not fully eliminate numerical uncertainty.


In this paper we consider a second-order elliptic pure diffusion model problem:


find a real-valued functionpdefined on Ω such that


− ∇ ·(S∇p) =f in Ω, p=g on Γ :=∂Ω, (1.1)
 where Ω is a polygonal/polyhedral domain (open, bounded, and connected set) inRd,
 d = 2,3, S is a diffusion tensor, f is a source term, and g prescribes the Dirichlet
 boundary condition. Details are given in Section 2. For the discretization of prob-
 lem (1.1) on simplicial meshes we consider two classes of numerical methods recalled in
 Section3. First, cell-centered finite volume schemes are included under the condition
 that they are written, by prescribing the discrete diffusive fluxes, as a conservation
 equation over each computational cell. For a general survey of such methods we refer
 to Eymard et al. [16]. The second class consists of lowest-order mixed finite element
 methods, cf. Brezzi and Fortin [9] or Quarteroni and Valli [30]. In certain parts we
 build upon the close relationships of these methods derived in [47].


The first goal of this paper is to derive a posteriori error estimates which take into
 account aninexact solution of the associated linear algebraic system. After describing
 in Section4the inexact solution of linear algebraic equations, we extend in Section5
 for this purpose the a posteriori error estimates proposed and analyzed in [48, 50].


The derived upper bound for the overall error isguaranteed and fully computable. It
 consists of three independent estimators: an estimator measuring the nonconformity of
 the approximate solution, which essentially reflects the discretization error; a residual
 estimator which in general turns out to be a higher-order term corresponding to
 the interpolation error in the approximation of the source term f; and an abstract
 algebraic error estimator corresponding to the inexact solution of the discrete linear
 algebraic problem. The abstract algebraic error estimator is quite general. It is based
 on equilibrated vector fieldsrhfrom the lowest-order Raviart–Thomas–N´ed´elec space
 whose divergences are given by a proper weighting of the algebraic residual vector.


The second goal of this paper is to construct, in the context of solving prob-
lem (1.1), efficientstopping criteria for iterative solverssuch as the conjugate gradient



(4)(CG) method [20], GMRES [37], or Bi-CGStab [43], see, e.g., the standard monograph
 Saad [36]. We undertake it in Section 6. We claim that the discretization and the
 algebraic errors should be in balance, or, more precisely, that it is enough to solve the
 linear algebraic system to the accuracy which guarantees that the algebraic part of
 the error does not contribute significantly to the whole error. Our approach allows a
 reliable and cheap comparison of the discretization and algebraic errors and one can
 thus use it to stop the iterative algebraic solver at the desired accuracy level. Under
 the assumption of the relative balance between the estimates on the two errors we also
 prove the efficiency of our a posteriori estimates. Recall that our estimates represent
 an upper bound for the overall energy error. Efficiency then means that they also
 represent a lower bound for the overall energy error, up to a generic constant only
 dependent on the space dimension, shape regularity of the mesh, and the tensorS. In
 other words, they guarantee an upper bound for the error which is such that the over-
 estimation is moderate andindependentof the weak solution regularity, domain size,
 mesh refinement level, specific discretization (of locally conservative type), algebraic
 solver, and other factors. Moreover, using a stopping criterion where the estimate
 on the algebraic error is bounded by the estimate on the discretization onelocallyin
 each mesh element, we also prove the local efficiency of our estimates. This means
 that the estimated error in each mesh element represents, as above, a lower bound for
 the energy error in the given element and in its close neighborhood, up to a generic
 constant. Consequently, our estimates are suitable for adaptive mesh refinement as
 they can correctly predict the overall error size and distribution.


The algebraic error estimator of Section5is abstract and it cannot be computed
 in practice. The purpose of Section 7 is to give its fully computable upper bounds.


The first upper bound is given directly by the components of the algebraic residual
 vector, and the vector field rh actually does not appear here. Though this way is
 simple and it can be used in some cases, it in general highly overestimates the alge-
 braic error, in particular in connection with adaptive mesh refinement and for highly
 discontinuous tensorS. In the second approach, we relate the abstract algebraic error
 to the complementary energykS−12qhk of suchqh which minimizeskS−12rhkamong
 all Raviart–Thomas–N´ed´elec discrete vector fields rh whose divergence is given by
 the weighted residual vector. Consider now for the moment the mixed finite element
 discretization of the residual problem (cf. (5.9) below) with its corresponding Schur
 complement matrix. It then follows that the algebraic energy error induced by this
 matrix is equal to the above minimal discrete complementary energy. Consequently,
 known estimates on the algebraic energy error, see, e.g., [41, 42], can in this case be
 used to estimate the algebraic error. They can be numerically very efficient, although
 they do not give mathematically guaranteed upper bounds. Finally, the last approach
 is based on a factual construction of a vector fieldrhand on the use of its complemen-
 tary energy as the algebraic error estimator. It is simple and gives a guaranteed and
 fully computable upper bound on the algebraic error for all discretizations considered
 in this paper. It also bounds from above the preceding algebraic error estimator. In
 comparison with this preceding estimator, only a few more iterations of the itera-
 tive solver are necessary to guarantee the given accuracy. All three approaches are
 numerically illustrated in Section8on several examples.


2. Preliminaries. In this section we introduce the notation, partitions of the
domain, state the assumptions on the data, and give details on the continuous prob-
lem (1.1).



(5)2.1. Notation and assumptions. The notation that we use is standard, see
 [11,9,16], and it is included here for completeness. It can be skipped and used as a
 reference, if needed, while reading the rest of the paper.


Recall that Ω is a polygonal domain in R2 or a polyhedral domain in R3 with
 the boundary Γ. Let Th be a partition of Ω into closed simplices, i.e., triangles if
 d= 2 and tetrahedra if d= 3, such that Ω =∪K∈ThK. Moreover, we assume that
 the partition is conforming in the sense that if K, L ∈ Th, K 6= L, then K∩L is
 either an empty set, a common face, edge, or vertex of K and L. For K ∈ Th, we
 denote byEK the set of sides (edges if d= 2, faces if d= 3) ofK, byEh=∪K∈ThEK


the set of all sides ofTh, and byEhint andEhext, respectively, the interior and exterior
 sides. We also use the notationEK for the set of all σ∈ Ehint which share at least a
 vertex with aK ∈ Th. For interior sides such that σ=σK,L :=∂K∩∂L, i.e.,σK,L


is a part of the boundary∂K and, at the same time, a part of the boundary∂L, we
 shall call K and Lneighbors and we denote the set of neighbors of a given element
 K ∈ Th by TK; TK stands for all triangles sharing at least a vertex with K ∈ Th.
 For K ∈ Th, n will always denote its exterior normal vector; we shall also employ
 the notation nσ for a normal vector of a side σ ∈ Eh, whose orientation is chosen
 arbitrarily but fixed for interior sides and coinciding with the exterior normal of Ω
 for exterior sides. ForσK,L ∈ Ehint such that nσ points fromK to Land a function
 ϕwe also define the jump operator [[·]] by [[ϕ]] := (ϕ|K)|σ−(ϕ|L)|σ. Finally, a family
 of meshesT :={Th;h >0} is parameterized byh:= maxK∈ThhK, wherehK is the
 diameter ofK (we also denote byhσ the diameter ofσ∈ Eh).


For a given domain S ⊂ Rd, let L2(S) be the space of square-integrable (in
 the Lebesgue sense) functions overS, (·,·)S the L2(S) inner product, andk · kS the
 associated norm (we omit the indexS whenS = Ω). By|S|we denote the Lebesgue
 measure of S and by |σ| the (d−1)-dimensional Lebesgue measure of a (d−1)-
 dimensional surfaceσinRd. LetH(S) be a set of real-valued functions defined onS.


By [H(S)]dwe denote the set of vector functions withdcomponents each belonging to
 H(S). Let nextH1(S) be the Sobolev space with square-integrable weak derivatives
 up to order one,H01(S) ⊂H1(S) its subspace of functions with traces vanishing on
 Γ, H1/2(S) the trace space, H(div, S) :={v ∈ [L2(S)]d;∇ ·v ∈ L2(S)} the space
 of functions with square-integrable weak divergences, and let finally h·,·i∂S stand
 for (d−1)-dimensional L2(∂S)-inner product on ∂S. We also let HΓ1(Ω) := {ϕ ∈
 H1(Ω);ϕ|Γ =g} be the set of functions satisfying the Dirichlet boundary condition
 on Γ in the sense of traces. For a given partition Th of Ω, let H1(Th) := {ϕ ∈
 L2(Ω);ϕ|K ∈H1(K)∀K∈ Th}be the broken Sobolev space. Finally, we letW0(Th)
 be the space of functions with mean values of the traces continuous across interior
 sides, i.e.,W0(Th) :={ϕ∈H1(Th);h[[ϕ]],1iσ= 0∀σ∈ Ehint}.


We next denote by Pk(S) the space of polynomials on S of total degree less
than or equal to k and by Pk(Th) := {ϕh ∈ L2(Ω);ϕh|K ∈ Pk(K) ∀K ∈ Th} the
space of piecewise k-degree polynomials on Th. We define RTN(K) := [P0(K)]d+
xP0(K) for an element K ∈ Th the local and RTN(Th) := {vh ∈[L2(Ω)]d; vh|K ∈
RTN(K) ∀K ∈ Th} ∩H(div,Ω) the global lowest-order Raviart–Thomas–N´ed´elec
space of specific piecewise linear vector functions. Recall that the normal components
of vh ∈ RTN(K), vh ·n, are constant on each σ ∈ EK and that they represent
the degrees of freedom of RTN(K). By consequence, the constraintvh ∈H(div,Ω)
imposing the normal continuity of the traces is expressed asvh|K·n+vh|L·n= 0 for
allσK,L∈ Ehint and there is still one degree of freedom per side inRTN(Th). Recall
also that∇ ·vh|K is constant forvh∈RTN(K). For more details, we refer to Brezzi



(6)and Fortin [9] or Quarteroni and Valli [30].


In the paper, we make the following assumption on the data in problem (1.1):


Assumption 2.1 (Data). LetSbe a symmetric, bounded, and uniformly positive
 definite tensor, piecewise constant on Th. Let in particular cS,K >0 andCS,K >0
 denote its smallest and biggest eigenvalues on eachK∈ Th. In addition, letf ∈Pl(Th)
 be an elementwise l-degree polynomial function andg∈H1/2(Γ).


The assumptions onSandf are made for the sake of simplicity and are usually
 satisfied in practice. Otherwise, interpolation can be used in order to get the desired
 properties. In the sequel, we will employ the notation SK := S|K, and, in general,
 ϕK:=ϕh|K forϕh∈P0(Th).


2.2. Continuous problem. We define a bilinear formBby
 B(p, ϕ) := X


K∈Th


(S∇p,∇ϕ)K, p, ϕ∈H1(Th)
 and the corresponding energy norm by


|||ϕ|||2:=B(ϕ, ϕ). (2.1)


Note that B is well-defined for functions from the spaceH1(Ω) as well as from the
 broken spaceH1(Th). The weak formulation of problem (1.1) is then to findp∈HΓ1(Ω)
 such that


B(p, ϕ) = (f, ϕ) ∀ϕ∈H01(Ω). (2.2)
 Assumption2.1implies that problem (2.2) admits a unique solution [11].


3. Finite volume methods, mixed finite element methods, and postpro-
 cessing. We first introduce here the finite volume and mixed finite element methods
 for problem (1.1), see [16, 9]. The original approximationsph in these methods are
 only piecewise constant and they are not appropriate for an energy a posteriori error
 estimate, as ∇ph= 0. We therefore construct a locally postprocessed approximation
 using information about the known fluxes. Finally, we will in the a posteriori error
 estimates need a H1(Ω)-conforming approximation using the Oswald interpolation
 operator.


3.1. Finite volume methods. A general cell-centered finite volume method
 for problem (1.1) can be written in the following form: findph∈P0(Th) such that


X


σ∈EK


UK,σ=fK|K| ∀K∈ Th, (3.1)
 where fK := (f,1)K/|K| and UK,σ is the diffusive flux through the side σ of an
 element K, see, e.g., [16]. We assume that the fluxes UK,σ depend linearly on the
 values ofph, so that equations (3.1) represent a system of linear algebraic equations
 of the form


SP=H, (3.2)


where S ∈ RN×N and P, H ∈ RN with N being the number of elements in the
 partition Th. Here we only assume the continuity of the fluxes, i.e., UK,σ =−UL,σ


for allσ=σK,L∈ Ehint, so that practically all finite volume schemes can be included
in our analysis. We give an example which clarifies the ideas.



(7)Let there be a point xK ∈ K for each K ∈ Th such that if σK,L ∈ Ehint, then
 xK 6=xL and the straight line connectingxK andxL is orthogonal toσK,L. Let an
 analogous orthogonality condition hold also on the boundary. ThenTh is admissible
 in the sense of [16, Definition 9.1]. Under the additional assumption SK =sKI (I
 denotes the identity matrix) on eachK∈ Th, the following choice is possible:


UK,σ=−sK,L|σK,L|
 dK,L


(pL−pK) forσ=σK,L∈ Ehint,
 UK,σ=−sK |σ|


dK,σ


(gσ−pK) forσ∈ EK∩ Ehext.


(3.3)


Here pK are the cell values of ph (pK :=ph|K for allK∈ Th) and the value ofsK,L


on a sideσ=σK,L∈ Ehint is given by


sK,L=ωσ,KsK+ωσ,LsL,


whereωσ,K =ωσ,L =12 in the case of the arithmetic averaging andωσ,K =sL/(sK+
 sL) and ωσ,L = sK/(sK +sL) in the case of the harmonic averaging. The symbol
 dK,Lstands for the Euclidean distance between the pointsxKandxLanddK,σfor the
 distance betweenxK andσ∈ EK∩Ehext. Finally,gσ :=hg,1iσ/|σ|is the mean value of
 gon a sideσ∈ Ehext. To express (3.1), (3.3) in the matrix form (3.2), let the elements
 ofTh be enumerated using a bijectionℓ:Th → {1, . . . , N}. With the corresponding
 ordering of unknown valuespK ofph defined by (P)ℓ(K)=pK for eachK ∈ Th, and
 denoting respectively by (·)kl and (·)k the matrix and vector components, the system
 matrixSand the right-hand side vectorH are all zero except the elements defined by


(S)ℓ(K),ℓ(K)= X


L∈TK


sK,L|σK,L|
 dK,L


+ X


σ∈EK∩Ehext


sK |σ|
 dK,σ


,


(S)ℓ(K),ℓ(L)=−sK,L|σK,L|
 dK,L


, L∈ TK,
 (H)ℓ(K)=fK|K| + X


σ∈EK∩Ehext


sK |σ|
 dK,σ


gσ.


The system matrix S is therefore symmetric and positive definite and, moreover,
 irreducibly diagonally dominant (for the definition of this term, see, e.g., [44]).


3.2. The lowest-order mixed finite element method and its classical
 solutions. In the lowest-order Raviart–Thomas–N´ed´elec mixed finite element scheme
 (cf. [9] or [30]), one seeks simultaneously the approximations ofpand−S∇p. It reads:


finduh∈RTN(Th) andph∈P0(Th) such that


(S−1uh,vh)−(ph,∇ ·vh) =−hvh·n, giΓ ∀vh∈RTN(Th), (3.5a)


−(∇ ·uh,1)K =−fK|K| ∀K∈ Th. (3.5b)
 In a matrix notation, using the mapping ℓ from the previous section and a similar
 bijection ℘: Eh → {1, . . . , M}, where M is the number of sides inEh, so that U is
 composed of the fluxes ofuh through the sides, i.e., (U)℘(σ)=huh·nσ,1iσ for each
 σ∈ Eh, the scheme (3.5a)–(3.5b) writes


Ã A Bt
 B 0


!Ã U
 P


!


=
 Ã F


G


!


, (3.6)



(8)where the matrix A is symmetric and positive definite. A possible approach to the
 solution of (3.6) consists in eliminating the unknownsU,


U =A−1(F−BtP), (3.7)


which leaves the Schur complement equation forP,


BA−1BtP =BA−1F−G. (3.8)


The Schur complement matrixBA−1Btis symmetric and positive definite. In practical
 computations, it is never explicitly formed. Though A is sparse, its inverse A−1 is
 typicallydense, and, moreover, its construction would be in any casetoo expensive.


3.3. The lowest-order mixed finite element method viewed as a finite
 volume scheme and an alternative solution. An alternative approach to the
 lowest-order mixed finite element method is derived in [47]. It is shown that in the
 mixed finite element method, contrary to the common belief, there also exist local flux
 expressions. More precisely, it is shown that the mixed finite element scheme (3.5a)–


(3.5b) can equivalently be written in the form (3.1), where the diffusive fluxUK,σ=
 huh·n,1iσ through a given sideσof an element Kis a function of the unknownspL,
 sources, and boundary conditions on elementsL sharing a vertex with this side. As
 shown in [47], this diffusive flux can be obtained by solution of local linear systems.


Precise forms of these local linear systems and conditions on their solvability are
 discussed in [47].


The local flux expressions of [47] lead to the expression for the unknownsU as
 U = ˜A−1(F−BtP)−JG, (3.9)
 where the advantage in contrast to (3.7) is that the matrices ˜A−1 and J are sparse
 and can be easily andlocally constructed. The second line of (3.6) then yields


BA˜−1BtP =B˜A−1F−(I+BJ)G, (3.10)
 which is of the form (3.2) with


S=B˜A−1Bt,


H =BA˜−1F−(I+BJ)G.


The system matrixBA˜−1Btis in most cases, in dependence onThandS, positive
 definite, although in general nonsymmetric. It has a wider stencil than the system
 matrixS in (3.2) determined by (3.1), (3.3). This matrix gets symmetric (in fact the
 same as that of (3.2) for (3.1), (3.3)) whenS=Iand when the mesh consists of equi-
 lateral simplices. A full equivalence between the systems (3.10) and (3.2) with (3.1)
 and (3.3) however appears only when the source termf vanishes. Summarizing, as
 shown in [47], the scheme (3.5a)–(3.5b) is equivalent to a particular finite volume
 scheme, and both methods can be written in the same form (3.1)–(3.2).


3.4. Postprocessing. The finite volume or mixed finite element solution ph is
 only piecewise constant. In order to derive energy a posteriori error estimates, we
 first construct a postprocessed approximation ˜ph which has more regularity.


Letuh∈RTN(Th) be given by (3.5a)–(3.5b) in the mixed finite element method,
 or letuh∈RTN(Th) be prescribed by the fluxes UK,σ in the finite volume method,
 i.e., on eachK∈ Thand σ∈ EK, letuhbe such that


(uh·n)|σ:=UK,σ/|σ|. (3.11)



(9)We define a postprocessed approximation ˜ph∈P2(Th) on each simplex in the following
 way:


−SK∇p˜h|K =uh|K, ∀K∈ Th, (3.12a)
 (1−µK)(˜ph,1)K


|K| +µKp˜h(xK) =pK, ∀K∈ Th. (3.12b)
 HereµK = 0 for mixed finite elements andµK = 0 or 1 for finite volumes, depending
 on whether in the particular finite volume scheme (3.1)pKrepresents the approximate
 mean value ofph onK∈ Th or the approximate point value inxK, respectively. It is
 not difficult to show that such ˜phexists, is unique, but nonconforming (does not belong
 to H1(Ω)), see [48, Section 4.1] and [50, Section 3.2.1]. For mixed finite elements it
 is shown in [48] that ˜ph∈W0(Th), i.e., ˜ph has continuous means of traces on interior
 sides Ehint. The proof is simple: letσ = σK,L ∈ Ehint and take (3.5a) for the basis
 functionvσ associated with σ, i.e., vσ ∈RTN(Th) such that hvσ·nσ,1iσ = 1 and
 hvσ·nγ,1iγ = 0 for all γ∈ Eh, γ6=σ. Taking into account (3.12a)–(3.12b) and the
 fact thatg= 0 on allγ∈ Ehint and using the Green theorem, (3.5a) can be written as


−(∇p˜h,vσ)K∪L−(˜ph,∇ ·vσ)K∪L =−h[[˜ph]],vσ·nσiσ= 0. (3.13)
 On the contrary, for the finite volume scheme (3.1), (3.3) it can be shown that ˜ph ∈
 W0(Th) only iff = 0.


Under the condition that the finite volume scheme at hand satisfies some conver-
 gence properties it is shown in [50] that ∇p˜h → ∇p and ˜ph →pin theL2(Ω)-norm
 for h → 0 and that optimal a priori error estimates hold. This point is obvious
 in the mixed finite element case by (3.12a)–(3.12b) (see [51] for more comments).


Note finally that the described postprocessing is local on each element and its cost is
 negligible.


3.5. Oswald interpolation operator. As the finite volume/mixed finite el-
 ement approximation ˜ph belongs to H1(Th) only, we will need in the following its
 H1(Ω)-conforming interpolation. For this purpose we adopt the Oswald interpolant
 considered, e.g., in [1], modified in such a way that it satisfies the prescribed boundary
 conditions, cf. [50].


For a given function ϕh ∈ Pk(Th), the Oswald interpolation operator IOs from
 Pk(Th) to Pk(Th)∩H1(Ω) is defined as follows: let x be a Lagrangian node, i.e.,
 a point where the Lagrangian degree of freedom for Pk(Th)∩H1(Ω) is prescribed,
 see [11, Section 2.2]. Ifxlies in the interior of someK∈ Thor in the interior of some
 boundary side,IOs(ϕh)(x) =ϕh(x). Otherwise, the value ofIOs(ϕh) at xis defined
 by the average of the values ofϕh at this node from the neighboring elements, i.e.,


IOs(ϕh)(x) = 1
 Nx


X


K∈Tx


ϕh|K(x),


whereTx:={K∈ Th;x∈K}is the set of elements ofTh containing the nodexand
 Nx denotes the number of elements contained in this set. Finally, letIOsΓ (ϕh) be a
 modified Oswald interpolate differing fromIOs(ϕh) only on suchK∈ Ththat contain
 a boundary side and such that


IOsΓ (ϕh)|Γ =g in the sense of traces.



(10)4. Inexact solution of systems of linear algebraic equations. In this sec-
 tion we introduce some notation related to the inexactly computed solutions of the
 systems of linear algebraic equations arising from the considered finite volume and
 mixed finite element schemes. For recent information about the corresponding linear
 algebraic solvers, we refer to [14].


Let Pa be an approximate solution of (3.2), i.e., SPa ≈ H. We then have the
 equation


SPa=H−R, (4.1)


whereR:=H−SPais the algebraic residual vector associated with the approximation
 Pa. This means that an approximate solutionPaof problem (3.2) is the exact solution
 of the same problem with a perturbed right-hand sideHa:=H−R. Similarly in the
 mixed finite element case, a general inexact solution means that we have onlyUa,Pa
 which solve


Ã A Bt
 B 0


!Ã Ua
 Pa


!


=
 Ã Fa


Ga


!


(4.2)
 with some perturbedFa,Ga.


As we will see in Sections 4.1–4.3 below, in any of the considered cases we will
 get from an inexact algebraic solution a couple pah ∈P0(Th), uah ∈RTN(Th), where
 uahis such that


huah·n,1i∂K =fK|K| −ρK|K| ∀K∈ Th (4.3)
 forρh∈P0(Th) to be specified. On this basis, we can build a postprocessed approxi-
 mation ˜pah∈P2(Th) by


−SK∇p˜ah|K =uah|K, ∀K∈ Th, (4.4a)
 (1−µK)(˜pah,1)K


|K| +µKp˜ah(xK) =paK, ∀K∈ Th, (4.4b)
 as in Section3.4. The backward error idea expressed by (4.1) and (4.2), together with
 the construction (4.3) and (4.4), will form a basis for our a posteriori error estimates,
 as we will see in Section5 below. We now give the details on the different cases.


4.1. Finite volume method. We consider here a general finite volume scheme
 (3.1) where the fluxes UK,σ depend (linearly) on the values of ph, on the Dirichlet
 boundary conditions given by the function g, and possibly also on the source term
 functionf. Please notice that the mixed finite element discretized system (3.9)–(3.10)
 is in this way also included in the expression (3.2) for the discretized system of the
 finite volume method.


Defining pah ∈ P0(Th) by paK := (Pa)ℓ(K) and a residual function ρh ∈ P0(Th)
 associated with the algebraic residual vectorRby


ρK := (R)ℓ(K)


|K| , K∈ Th, (4.5)


equation (4.1) is equivalent to the set of conservation equations
 X


σ∈EK


UK,σa =fK|K| −ρK|K| ∀K∈ Th. (4.6)



(11)The fluxes UK,σa are of the same form as UK,σ, with the values of ph replaced by
 pah. In particular, they depend on the original source term functionf, more precisely
 on fK|K|, and not on the perturbed terms fK|K| −ρK|K|. The fluxes are again
 continuous on the interior sides, UK,σa = −UL,σa for all σ = σK,L ∈ Ehint. For our
 specific example (3.3) we in particular get


UK,σa =−sK,L|σK,L|
 dK,L


(paL−paK) forσ=σK,L∈ Ehint,
 UK,σa =−sK |σ|


dK,σ


(gσ−paK) forσ∈ EK∩ Ehext.


Compared to (3.1), equation (4.6) contains an additional term on the right-hand
 side representing the error from the inexact solution of the algebraic system. We can
 now defineuah∈RTN(Th) by


(uah·n)|σ:=UK,σa /|σ|, (4.7)
 so that (4.3) follows from (4.6), withρh given by (4.5).


Let us finally point out that the particular choice of fluxes in (3.1) and hence the
 particular form of the system matrix and the right-hand side vector in (3.2) is for our
 further analysis not important.


4.2. Mixed finite element method without means of traces continuity.


LetUa,Pabe an inexact solution of the mixed finite element discretized system (3.6)
 satisfying (4.2). Definingpah∈P0(Th),uah∈RTN(Th) by


paK := (Pa)ℓ(K), (uah·n)|σ:= (Ua)℘(σ)/|σ|, (4.8)
 (4.3) holds with


ρK:= (Ga−G)ℓ(K)


|K| , K∈ Th. (4.9)


If we form ˜pah by (4.4a)–(4.4b), then ˜pah 6∈ W0(Th), as (3.13) no more holds true
 because of the perturbation of the right-hand side vector F in the first line of (4.2).


This is the case whenever the analogy of (3.7) for the computed quantitiesUaandPa
 is satisfied with Fa different from F, i.e., Ua 6=A−1(F−BtPa). All inexact mixed
 Schur complement methods, which are based on the inexact solution of (3.8), fall into
 this category. The most classical example is the inexact Uzawa algorithm (cf. Elman
 and Golub [13]).


The approach of Section4.1for the mixed finite element discretized system (3.9)–


(3.10) suffers from the same trouble. Indeed, with the notation of Section 3.3, sup-
 posing


BA˜−1BtPa=BA˜−1F−(I+BJ)G−RMFE (4.10)
 for some nonzero residual vectorRMFE, with the fluxesuah∈RTN(Th) subsequently
 constructed through


Ua= ˜A−1(F−BtPa)−JG,


the coupleUa,Pais a solution of (4.2) withFa generally different fromF.



(12)4.3. Mixed finite element method with means of traces continuity. If
 the inexact mixed finite element solutionUa,Pa satisfies


Ã A Bt
 B 0


!Ã Ua
 Pa


!


=
 Ã F


Ga


!


, (4.11)


then definingpahanduahby (4.8) andρhby (4.9) immediately gives (4.3). Moreover, re-
 constructing ˜pahusing (4.4a)–(4.4b) gives the means of traces continuity ˜pah∈W0(Th),
 as (3.13) holds true. This happens whenever the analog of (3.7) is satisfiedexactlyfor
 the computed quantitiesUaandPa, i.e.,Ua=A−1(F−BtPa) andFa=F. We will
 see later that this case is particularly interesting when proving the (local) efficiency
 of our estimates.


Let I+BJ in (3.10) or in (4.10) be an invertible matrix. Then we can find Ga
 such that


−(I+BJ)G−RMFE=−(I+BJ)Ga.
 Consequently, forPa the solution of (4.10), which gives


BA˜−1BtPa=B˜A−1F−(I+BJ)Ga
 using the above relation, and forUa determined by


Ua= ˜A−1(F−BtPa)−JGa,


the coupleUa, Pa is the solution of (4.11). Consequently, ˜pah determined by (4.4a)–


(4.4b) with pah and uah given by (4.8) yields ˜pah ∈ W0(Th), i.e., ˜pah has continuous
 means of traces. The purpose is to redistribute the algebraic error given byRMFE so
 that (4.11) holds true.


An important point here is that using a similar approach as in [47, equations (2.4)–


(2.10)], Ga can be constructed by solving onlylocalproblems on patches of elements
 sharing a vertex. Denoting this vertex byV, the resulting local system can schemat-
 ically be written as


−(IV +BVJV)GV −RMFEV =−(IV +BVJV)GaV.
 Note also thatGa−G= (I+BJ)−1RMFE.


Finally, (4.3) holds withρh given by (4.9).


5. A posteriori error estimates including the algebraic error. We derive
 in this section a posteriori error estimates which include the algebraic error. We first
 recall the following result proved as a part of [48, Lemma 7.1] (here||| · |||is the energy
 norm defined by (2.1)):


Lemma 5.1 (Abstract a posteriori error estimation framework). Consider arbi-
 traryp∈HΓ1(Ω) andp˜∈H1(Th). Then


|||p−p˜||| ≤ inf


s∈HΓ1(Ω)|||p˜−s|||+ sup


ϕ∈H01(Ω)


|||ϕ|||=1


B(p−p, ϕ).˜


Before formulating the a posteriori error estimate, we recall the Poincar´e inequal-
 ity. It states that for a polygon/polyhedronK⊂Rd andϕ∈H1(K),


kϕ−ϕKk2K≤CP,Kh2Kk∇ϕk2K, (5.1)



(13)whereϕK:= (ϕ,1)K/|K|is the mean ofϕoverK. For a convexK, which is the case
 of simplices, the constant CP,K can be evaluated as 1/π2, cf. [29,7]. We also point
 out that IOsΓ (˜pah) used below is the modified Oswald interpolant of ˜pah described in
 Section3.5.


Our a posteriori error estimates are based on the following theorem:


Theorem 5.2 (A posteriori error estimate including the algebraic error). Letpbe
 the weak solution of (1.1)given by(2.2)with the data satisfying Assumption2.1. Let a
 couplepah∈P0(Th),uah∈RTN(Th) be given, whereuah satisfies (4.3)for some given
 function ρh ∈ P0(Th). Finally, let p˜ah ∈ P2(Th) be the postprocessed approximation
 given by (4.4a)–(4.4b). Then


|||p−p˜ah||| ≤ηNC+ηR+ηAE, (5.2)
 where theglobal nonconformity andresidual estimatorsare given by


ηNC:=


( X


K∈Th


η2NC,K
 )12


and ηR:=


(X


K∈Th


ηR,K2
 )12


,
 respectively, and ηAE stands for thealgebraic error estimator defined by


ηAE:= inf


rh∈RTN(Th)


∇·rh=ρh


sup


ϕ∈H10(Ω)


|||ϕ|||=1


(rh,∇ϕ). (5.3)


The local nonconformityandresidual estimators are respectively given by
 ηNC,K:=|||p˜ah− IOsΓ (˜pah)|||K, ηR,K :=


sCP,K


cS,K hKkf−fKkK.
 Proof. For anys∈HΓ1(Ω) we have from Lemma5.1


|||p−p˜ah||| ≤ |||p˜ah−s|||+ sup


ϕ∈H01(Ω)


|||ϕ|||=1


B(p−p˜ah, ϕ)


=|||p˜ah−s|||+ sup


ϕ∈H01(Ω)


|||ϕ|||=1


[TR(ϕ) +TAE(ϕ)]


≤ |||p˜ah−s|||+ sup


ϕ∈H01(Ω)


|||ϕ|||=1


TR(ϕ) + sup


ϕ∈H01(Ω)


|||ϕ|||=1


TAE(ϕ),


(5.4)


where TR(ϕ) := P


K∈Th(S∇(p−p˜ah) +rh,∇ϕ)K and TAE(ϕ) := −(rh,∇ϕ) for an
 arbitraryrh∈RTN(Th) such that∇ ·rh=ρh.


The termTR(ϕ) can be expressed using the definition of the weak solution (2.2),
 (4.4a), and the Green theorem as (recall thatrh,uah∈H(div,Ω) andϕ∈H01(Ω))


TR(ϕ) = (f, ϕ)− X


K∈Th


(S∇p˜ah−rh,∇ϕ)K


= (f, ϕ) + (rh+uah,∇ϕ) = (f− ∇ ·(rh+uah), ϕ).


(5.5)


Since the divergence is piecewise constant for functions inRTN(Th), the Green the-
 orem with (4.3) gives for anyK∈ Th


(∇ ·uah)|K|K|= (∇ ·uah,1)K =huah·n,1i∂K=fK|K| −ρK|K|,



(14)and, consequently,


(∇ ·uah)|K =fK−ρK. (5.6)
 Thus, employing∇ ·rh|K=ρK,


f− ∇ ·(rh+uah) =f −ρK−fK+ρK =f −fK ∀K∈ Th.


Now letϕK := (ϕ,1)K/|K|be the mean value ofϕoverK. Using the above identities,
 we can rewrite (5.5) in the form


TR(ϕ) = X


K∈Th


(f−fK, ϕ−ϕK)K


and from the Cauchy–Schwarz inequality, the Poincar´e inequality (5.1), and defini-
 tion (2.1) of the energy norm, we obtain the estimate


TR(ϕ)≤ X


K∈Th


kf−fKkKkϕ−ϕKkK ≤ X


K∈Th


ηR,K|||ϕ|||K.


Using the Cauchy–Schwarz inequality once again together with|||ϕ|||= 1,


TR(ϕ)≤
 ( X


K∈Th


η2R,K
 )12


.


With (5.4), puttings=IOsΓ (˜pah) and noticing thatrh∈RTN(Th) such that∇·rh=ρh


was chosen arbitrarily, the proof is finished.


Remark 5.3 (Form of the a posteriori error estimate). Remark that by (4.4a)
 and by definition (2.1) of the energy norm, posingu:=−S∇p,


|||p−p˜ah|||=°°S−12(u−uah)°°,


so that the a posteriori error estimate of Theorem5.2equivalently controls the energy
 error in the flux.


The a posteriori error estimate given in Theorem5.2consists of three parts: the
 nonconformity estimatorηNCindicating the departure of the approximate solution ˜pah
 from the space H1(Ω), the residual estimator ηR which measures the interpolation
 error in the right-hand side of problem (1.1), and the algebraic error estimatorηAE


which counts for the error from the inexact solution of the algebraic system. Note that
the nonconformity estimator depends on the actual approximation ˜pah of ˜ph and thus
implicitly also onρh and not only on the discretization error, whereas the algebraic
error estimator depends only on the residual function ρh. We discuss computable
upper bounds on ηAE in Section 7 below. As it will turn out, in some approaches
the functionrh does not need to be physically constructed. We will also present an
approach which is based on constructing the functionrh locally. Finally, the residual
estimator ηR depends only on the data from the continuous and discrete problems
and is thus independent of the algebraic error. Moreover, wheneverf ∈H1(Th), this
estimator is clearly superconvergent by the Poincar´e inequality (5.1) (it converges as
O(h2) forh→0) and its value is significant only on coarse grids or for highly varying
S. We shall give some more details in the next section.



(15)The following remark follows from the freedom of choice ofsandrh in the proof
 of Theorem5.2:


Remark 5.4 (Abstract form of Theorem 5.2). With the assumptions of Theo-
 rem5.2,


|||p−p˜ah||| ≤ηNCA +ηR+ηAEA
 with


ηNCA := inf


s∈HΓ1(Ω)|||p˜ah−s|||, ηAAE:= inf


r∈H(div,Ω)


∇·r=ρh


sup


ϕ∈H01(Ω)


|||ϕ|||=1


(r,∇ϕ), (5.7)


andηR as in Theorem 5.2. Please note that


ηANC≤ηNC and ηAAE≤ηAE.


We now show that the abstract algebraic error estimatorηAEA given above is equal
 to the complementary energy of the flux of the solution of the original problem (1.1)
 with homogeneous Dirichlet boundary condition and the right-hand side replaced by
 the residual functionρh.


Theorem 5.5 (Equivalence of the abstract algebraic error estimator and of the
 minimal complementary energy). Consider an arbitraryρh ∈P0(Th) andηAAE given
 by (5.7). Then


ηAEA =kS−12qk,


whereq∈H(div,Ω),∇·q=ρh, is the unique minimizer of the complementary energy
 characterized by


kS−12qk= min


r∈H(div,Ω)


∇·r=ρh


kS−12rk, (5.8)


or, equivalently, by q=−S∇e, wheree∈H01(Ω) is the unique weak solution of


− ∇ ·(S∇e) =ρh in Ω, e= 0 on Γ, (5.9)
 i.e.,


B(e, ϕ) = (ρh, ϕ) ∀ϕ∈H01(ϕ).


Proof. Using the Cauchy–Schwarz inequality,
 ηAEA = inf


r∈H(div,Ω)


∇·r=ρh


sup


ϕ∈H01(Ω)


|||ϕ|||=1


(r,∇ϕ)≤ sup


ϕ∈H10(Ω)


|||ϕ|||=1


(q,∇ϕ)


= sup


ϕ∈H01(Ω)


|||ϕ|||=1


(S−12q,S12∇ϕ)≤ sup


ϕ∈H01(Ω)


|||ϕ|||=1


¡kS−12qk|||ϕ|||¢


=kS−12qk.


Before proceeding to the converse, let us recall that the problem of finding q as
 the minimizer of the complementary energy is equivalent to the problem of finding
 q∈H(div,Ω),∇ ·q=ρh, such that


(S−1q,v) = 0 ∀v∈H(div,Ω);∇ ·v= 0, (5.10)



(16)see, e.g., [30, Theorem 7.1.1]. Let nowr∈H(div,Ω) such that∇·r=ρhbe arbitrary.


Then, by (5.10), it holds (S−1q,q−r) = 0, and using the fact that q=−S∇e, we
 get


kS−12qk2= (S−1q,q) = (S−1q,q−r) + (S−1q,r) = (−∇e,r).


Hence


kS−12qk=|||e|||=
 µ


r,−∇e


|||e|||


¶


≤ sup


ϕ∈H01(Ω)


|||ϕ|||=1


(r,∇ϕ),


which concludes the proof in virtue of the fact thatr∈H(div,Ω) such that∇ ·r=ρh


was chosen arbitrarily.


6. Stopping criterion for iterative solvers and efficiency of the a poste-
 riori error estimate. Using the obvious requirement for the efficiency of the PDE
 solver which states that the discretization and algebraic errors should be in balance,
 we derive in this section a stopping criterion for iterative solvers used to find an ap-
 proximate solution of the discretized linear algebraic systems. Using this approach,
 we also prove global and local efficiency of our a posteriori error estimates in the
 sense that we show that the estimators also represent global and local lower bounds
 (up to a generic constant) for the error in the energy norm. Please note that all the
 results presented below still hold whenηAEis replaced by one of its computable upper
 bounds presented in Section7below.


The stopping criterion that we propose requires the value of the algebraic er-
 ror estimator to be smaller than or comparable to the nonconformity part of the
 bound (5.2),


ηAE≤γ ηNC (6.1)


for some constant γ between 0 and 1, typically close to 1. This leads to the final
 upper bound


|||p−p˜ah||| ≤(1 +γ)ηNC+ηR.


In the further construction, we will also consider the case that ηAE admits local
 expressionsηAE,K in all elements K∈ Thso that


ηAE=
 (X


K∈Th


ηAE,K2
 )12


. (6.2)


Under this assumption we will consider also alocal stopping criterion of the form


ηAE,K≤γKηNC,K ∀K∈ Th (6.3)


for some constantsγK between 0 and 1, typically close to 1.


In the rest of this section we will investigate the finite volume method and the
 mixed finite element method with and without the means of traces continuity (the
 three different cases considered in Section4) separately. We will employ the notation
 cS,TK := minL∈TKcS,L, which is the lower bound on the eigenvalues of the diffusion
 tensor Son the patch of elements TK (see Assumption 2.1), and we will also make
 use of the following assumption:


Assumption 6.1 (Shape regularity of T). There exists a constantθT >0 such
that minK∈ThhK/̺K ≤θT for all Th ∈ T, where ̺K is the diameter of the largest
ball inscribed inK.
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