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Introduction


Computer modelling and simulations have become a complement to theory as well
 as experiment that can provide new insights or data not available otherwise. This is
 especially true for simulations at the atomic level. These can often treat processes
 that are below the spatial or temporal resolution of experimental methods, while being
 sufficiently flexible to describe complex phenomena that are out of reach of analytical
 models.


This is also the case for plasma probe diagnostics. Traditionally used analytical
 models rely on approximations and only work for simple geometries and a limited range
 of parameters. Experimental results can not say much about the details of processes in
 the vicinity of probes in plasma. Particle simulations have the potential to assist in the
 interpretation of experimental data by providing detailed information about physical
 quantities and processes at the interface between plasma and immersed solids. The
 improvement of such methods motivates this thesis. An especially challenging problem
 in plasma simulations is the computation of the long-range electrostatic interaction.


This thesis focuses on that problem and its solution in a plasma simulation using
 two different approaches — the grid-based particle-in-cell method and the grid-free
 boundary integral/treecode method.


We will start the discourse by reviewing well-known facts and published material
 relevant to the rest of the thesis. The areas of interest will be plasma physics, particle
 simulations generally and plasma simulations with emphasis on the particle approach.


As a preparation for the formulation of two computer models, several theoretical topics
 are explored. Next, the two models are formulated and their implementation is de-
 scribed. Finally, some examples of results obtained using these models are presented.


The results from both methods are compared and the implications of their differences
 are discussed.


1
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Literature review


This chapter will present a review of the current knowledge in plasma physics and
 simulations with emphasis on the particle approach. It is not intended to be a complete
 review but rather a choice of topics from standard textbooks, lectures and published
 articles that are necessary to understand the rest of the thesis and to put it in proper
 context. We shall start with the fundamentals of plasma physics and then move on to
 the options we have for representing and simulating plasma and its physical properties
 in a computer.



2.1 Plasma Physics


The standard definition says that plasma is a quasi-neutral ionized gas that demon-
 strates collective behaviour. Quasi-neutrality is the requirement that there is no sub-
 stantial space charge over macroscopic length scales. Collective behaviour is implied by
 the long-range character of the electrostatic interaction. It is especially this property
 that gives plasma its unique features.


While this description and set of requirements can be further refined by impos-
 ing constraints on relations between physical quantities, this is still very general and
 therefore covers a wide range of parameters.


The main references used for this section are [Che74] and [Krl05] and will not be
 further explicitly mentioned.


2.1.1 Basic properties


Generally speaking, there can be several types of charged particles in a plasma. These
 are usually electrons and one or more types of ions of various charges, but there are
 other possibilities, for example an electron-positron plasma or dusty plasma. Here we
 will speak only about plasmas obtained by ionizing gases. When we usenα for number


2



(10)densities of the individual components and qα for the charge of one particle of the
 appropriate component we can write the quasi-neutrality condition as


X


α


nαqα≈0. (2.1)


For plasma in or near thermodynamic equilibrium we can use the usual concept of
 temperature and expect the Maxwell distribution of velocities. In certain situations
 there can be an independent temperatureTα for each of the components. This is called
 non-isothermal plasma in contrast with isothermal plasma, where the temperatures of
 all the components are the same.


As is obvious from the definition, there are mobile charge carriers in plasma and
 they will move to compensate any space charges or external potentials. This has two
 immediate consequences — plasma oscillations and Debye shielding.


The Debye length is a typical distance at which we can expect applied potentials to
 be shielded by plasma. Its derivation can be found in any standard plasma textbook
 and if we neglect the ionic contribution (which is usually the case) its value is


λD =


rε0kBTe


nee . (2.2)


A related quantity is the number of particles in the Debye sphere, the so called plasma
 parameter


ND = 4


3πnλ3D. (2.3)


Any fluctuation of space charge will induce movement of charged particles com-
 pensating this space charge and producing oscillations with a characteristic frequency
 called the plasma frequency. Strictly speaking, these are different for individual com-
 ponents but the highest frequency, which is produced by electrons, is usually of interest
 and is given by


ωpe=
 s


nee2


meε0. (2.4)


Plasma can be ionized partially or completely. This is characterized by the degree
 of ionization — the proportion of atoms or molecules that are ionized. We can also
 distinguish between collisional plasmas — their behaviour is strongly influenced by
 collisions with neutral particles — and collisionless plasmas — the influence of collisions
 is not significant. This difference is determined by the density of the neutral gas. There
 can be several types of collisions, elastic as well as inelastic, but we will not go into
 more details because it is not necessary for the purpose of this thesis.


We can now put these basic properties together and impose restrictions that guar-
antee that an ionized gas behaves as plasma under the above mentioned definition. We
require that the size of the system L is substantially greater than the Debye length,
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that the number of particles in the Debye sphere ND is much greater than one and
 that the mean time between collisions is smaller than the period of plasma oscillations.


This ensures quasi-neutrality and collective behaviour.


λD L (2.5)


ND 1 (2.6)


ωpeτ >1 (2.7)


As was mentioned above, plasma occurs in a wide range of parameters. Number
 densities can range from 106m−3 to 1024m−3, temperatures from 10−2eV to 104eV
 and ionization degrees from about 10−6 or 10−7 to 1. There are, however, two distinct
 categories of plasma, commonly called low-temperature and high-temperature. The
 term low-temperature plasma is usually used for plasma that is non-isothermal, with
 ions at room temperature and electrons at roughly T = 1 eV, and has a very low
 degree of ionization. The term high-temperature plasma, on the other hand, is used
 for plasma that is completely ionized and isothermal, with temperature ranging from
 10 eV to 104eV. This kind of plasma is typical for controlled fusion experiments.


2.1.2 Single particle motion


Although plasma generates its own electric as well as magnetic field and therefore re-
 quires a self-consistent approach, it is useful to examine the motion of single charged
 particles in external electromagnetic fields. Several special cases can be solved analyti-
 cally, for a general electromagnetic field we have to resort to numerical solution of the
 equations of motion.


The force exerted by electromagnetic field on charged particles is called the Lorentz
 force and has the form


FL=q(E+v×B). (2.8)


The trajectory of a charged particle under the influence of FL can be calculated by
 solving the classical equations of motion. We will now review the most important
 cases, the derivation of these can again be found in most plasma textbooks.


As can be seen from the formula (2.8), the electric field alone will cause charged
particles to accelerate in the direction of the field lines. The magnetic field alone, on
the other hand, will change only the direction of the velocity, not the magnitude, as can
be seen from the vector product — the magnetic force is always perpendicular to the
velocity. In a homogeneous magnetic field, a charged particle will move uninfluenced
along the magnetic field lines and will perform harmonic oscillations in the two direc-
tions perpendicular to the field lines, resulting in circular or helical motion, so-called
gyration. The frequency of this motion is called the cyclotron frequency and can be



(12)expressed as


ωc= |q|B


m . (2.9)


The radius of gyration, sometimes called the Larmor radius, is then
 rg = v⊥


ωc


= mv⊥


|q|B, (2.10)


wherev⊥is the magnitude of the velocity projected into the plane perpendicular to the
 magnetic field.


When there is an additional homogeneous electric field present, it acts independently
 in the direction along the magnetic field lines and creates a drift of the centre of gyration
 in the direction perpendicular to both the electric and the magnetic field.


In more general fields, other drifts can arise, but we will not go through the details
 here, as they will not be important in this work. The general character of the motion
 remains the same, its main feature being the greatly decreased mobility in directions
 perpendicular to magnetic field lines. This is also the main idea of magnetic confinement
 in experiments of the tokamak type as well as others.


2.1.3 Kinetic description


Most plasma systems of interest are out of thermodynamic equilibrium. A useful sta-
 tistical description of such a system at the level of classical mechanics is the probability
 distributionfα(x,v, t) (sometimes called the Boltzmann distribution), where the index
 α again denotes the various components. This is a distribution on the one-particle
 phase space that is also time-dependent. It can be obtained from the distribution func-
 tion on the full N-particle phase space by integrating over the appropriate coordinates.


In the following text we will omit the arguments of f and the indexα.


It can be shown [Lip07] that the Boltzmann distribution satisfies a continuity equa-
 tion on the one-particle phase space that has the form


df
 dt = ∂f


∂t +v· ∇xf+ F


m · ∇vf = 0, (2.11)


where F includes all external as well as internal forces. In a gas, however, the forces
 exerted during collisions of neutral particles are huge compared to other forces and
 also act on very short space and time scales. This allows us to treat particle collisions
 as instantaneous momentum transfer, which leads to Boltzmann’s formulation of his
 famous equation


∂f


∂t +v· ∇xf+ F


m · ∇vf =
 δf


δt
 


c


, (2.12)


where the right-hand side is the so-called collision term and F now does not contain
inter-particle forces due to collisions. The collision term can be expressed as an integral
over momenta and collision probabilities and is usually the difficult part of solving (2.12)
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forf.


We are interested in applying this approach to plasma, where particle interactions
 cannot be treated as single point collisions. One way to do that is to drop the collision
 term and include a mean electromagnetic force from the particles in the force term.


The result is called the Vlasov equation:


∂f


∂t +v· ∇xf + q


m(E+v×B)· ∇vf = 0. (2.13)
 Together with Maxwell’s equations, this represents a self-consistent system of equations.


Charge and current densities, to be used as sources in Maxwell’s equations, can be
 obtained from f by integrating over velocities. Maxwell’s equations, in turn, provide a
 way to calculate the force term in the Vlasov equation. This is an approximation that
 can be used to obtain some interesting results in plasma theory.


There are also ways to approximate the collision term in plasma but it is beyond
 the scope of this work to go into the details.


2.1.4 Fluid equations


For systems in or near thermodynamic equilibrium it is possible to go from the statistics
 given by the Boltzmann equation to a continuum description. To do this, we neglect the
 velocity distribution and only use mean velocity while assuming the Maxwell distribu-
 tion. The corresponding equations are called fluid equations because each component
 is represented by a continuous fluid. These equations can be obtained as moments of
 the Boltzmann equation with respect to velocity. They will not be used in this thesis,
 so we present only a brief overview here. In the following formulae we will omit the
 indexα for individual components that should be present for every quantity.


First, we define averaged quantities by the expressions
 n(x, t) =


Z


f(x,v, t)dv, (2.14)


¯


v(x, t) =
 Z


vf(x,v, t)dv, (2.15)


Pc(x, t) =
 Z


mv


δf(x,v, t)
 δt





c


dv, (2.16)


P(x, t) =mn
 Z


f(x,v, t)(v−v(x, t))(v¯ −v(x, t))dv,¯ (2.17)
 wherenis the particle density,¯vis the mean velocity, Pc is the transfer of momentum
 through collisions and P is the stress tensor.


By integrating the Boltzmann equation over velocities, one obtains the continuity
 equation for particle density


∂n


∂t +∇ ·n¯v= 0. (2.18)



(14)This equation expresses the conservation of mass (of the same type of particles). For
 situations with processes that change the number of particles of certain type — ioniza-
 tion, for example — there would be a corresponding right-hand side.


Multiplying the whole Boltzmann equation by mv and integrating over velocities,
 we get, after some work, the equation of motion for the fluid


mn
 ∂¯v


∂t +¯v· ∇¯v
 


=qn(E+v¯×B)− ∇ ·P+Pc, (2.19)
 which is the expression of the conservation of momentum, if we consider the equations
 for all the components as well as the equations for the electromagnetic field.


Multiplying the Boltzmann equation bymv2/2 and integrating over velocities would
 give us the equation of conservation of energy. Another option is to consider the
 equation of state relating pressure and density instead.


Together with Maxwell’s equations this forms a full set of partial differential equa-
 tions for the quantities of interest. Compared to the previous case, we have, however,
 lost the resolution of the distribution of velocities.


2.1.5 Plasma probe diagnostics


The primary motivation of this work is plasma probe diagnostics using the so-called
 Langmuir probe [LS24]. Generally speaking, this involves one or more metal probes
 inserted into a plasma with either a constant or varying potential. Measuring the
 currents through these probes then allows one to determine various plasma properties,
 for example particle temperatures and densities or plasma potential [Bro74]. This is
 potentially a broad area of physics in its own right and here, we will present only the
 very basics to make the motivation clear.


There are many possible probe geometries and configurations. We will talk only
 about the single-probe method, as the main ideas in other cases are similar. A single
 probe, usually a thin wire (called a cylindrical probe), is inserted into the boundary
 region of a plasma. The current through probe is measured for a range of potentials,
 obtaining a current-voltage characteristic. For highly negative potentials (relative to
 the plasma potential at the point of the probe), the ion current is dominant. Ions
 (we consider only the case of positive ions here) are accelerated towards the electrode
 and electrons are repelled, unable to reach the electrode through the potential barrier.


At a certain negative potential, called the floating potential, the ion and electron cur-
rents reach the same value. The reason that the floating potential is negative and not
zero is the difference in the energies of the electrons and ions given by their different
temperatures (in non-isothermal plasma). Electrons are as likely as ions to get to the
probe, even if there is a potential bias against them. With rising probe potential, ions
are repelled and electrons attracted, creating a sheath of accelerated electrons. The
associated space charge shields the probe potential, which is in agreement with the
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elementary idea of Debye shielding. An example of a current-voltage characteristic is
 shown in Figure2.1.


-15 -10 -5 0 5


U [V]


0
 1
 2
 3
 4
 5
 6


I [mA]


Figure 2.1 The figure shows an example of an experimental current-voltage charac-
 teristic for a cylindrical probe of radius r= 22.5µm, measured in argon in a pulse mag-
 netron. Electron density was roughly ne = 1017m−3, electron temperature Te= 2 eV,
 pressure p= 10 Pa. The data were kindly provided by Jan Klusoˇn.


This description is very rough and the details depend on many things. The in-
 terpretation of the current-voltage characteristic has traditionally been dependent on
 analytical models of the vicinity of the probe. The demand for higher accuracy as well
 as complicated probe geometries in high-temperature plasma applications make this a
 good target for computer simulations. The basic idea is to substitute the analytical
 model with a simulation that would relate the probe potential to the probe current.


An additional advantage is a detailed view of the vicinity of the probe (or probes) and
 access to information that is not available to experiment.



2.2 Molecular dynamics


The molecular dynamics method is a general computational approach to the classical
many-body problem. It can be applied to various systems in physics from atomic
resolution fluids and solids to astrophysics. This section will present its general features,



(16)while those aspects specific to plasma simulations will be presented in the following
 section. A good introduction to the subject can be found for example in [AT89] or
 [FS01].


The main advantage of molecular dynamics is the atomic resolution of the system.


This means that the method can in principle provide not only the resulting phenomena
 but also details of the processes by which these phenomena arise. Such information
 is often inaccessible to experiment and is potentially useful to better understand the
 phenomenon at hand.


2.2.1 Method overview


The basic idea of molecular dynamics is to represent the position and velocity of each
 particle in the system (usually an atom, ion or electron), consider the interactions of
 these particles and use classical mechanics to evolve the system in time from some
 initial condition, obtaining a trajectory in phase space.


Because of the number of degrees of freedom, the only useful possibility is a numer-
 ical approach. The system is discretized in time and propagated in finite steps that
 approximate a full trajectory. Depending on the specific system being studied, this
 trajectory can then be used to study the properties of a dynamic process or as a set of
 samples from an equilibrium distribution or a stationary state for obtaining averaged
 values. Any quantity that can be expressed as a function on phase space can be cal-
 culated from the trajectory. The most common ones include energy, density profiles,
 radial distribution functions, temperature, pressure and diffusion coefficients.


2.2.2 Time evolution


The governing equations of molecular dynamics are the classical equations of motion.


The original formulation by Newton


md2x(t)


dt2 =F (2.20)


can be equivalently expressed in other ways. Without going through all the details of
 theoretical mechanics we will show only the two most often used reformulations — the
 Lagrangian formalism and the Hamiltonian formalism. We work under the assumption
 that the interaction potential does not depend on time explicitly.


The Lagrangian is defined using the generalized coordinatesqj (which can describe
 the presence of constraints in the system) and their derivatives ˙qj as


L(qj,q˙j) =T( ˙qj)−V(qj,q˙j), (2.21)
where T is the kinetic energy, V is the interaction potential and j indexes all degrees
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of freedom. The corresponding equations of motion take the form
 d


dt


∂L


∂q˙j


− ∂L


∂qj


= 0. (2.22)


The Hamiltonian formulation can be derived from the previous one. Starting with
 the generalized momenta


pj = ∂L


∂q˙j, (2.23)


we can obtain the Hamiltonian as
 H(qj, pj) =X


j


pjq˙j−L(qj,q˙j(pj)), (2.24)


where we assume that equations (2.23) can be inverted. The corresponding equations
 of motion are


˙


pj =−∂H


qj , (2.25)


˙


qj = ∂H


pj . (2.26)


These formulations are essentially equivalent and provide (at least in principle) a
 way to propagate a classical system in time. A point in phase space [x(t0),p(t0)] is
 mapped onto a point [x(t),p(t)] at some later time t > t0. We would like to be able
 to approximate the trajectory generated by this process numerically in discrete steps,
 getting from [x(t),p(t)] to [x(t+ ∆t),p(t+ ∆t)]. Mathematically, this means solving
 the corresponding differential equations of motion numerically. There are several well
 known schemes of doing that (so-called propagators).


There are ways to include the influence of constraints but we will not discuss them
 here. We will, however, look at the case with a magnetic field present. This is a special
 case, because the magnetic force depends on velocity, which is a requirement that has
 to be built into the propagator.


The traditional way of deriving propagators is by finite differencing. There is also an
 approach that is more systematic and produces strictly symplectic propagators. This
 will be discussed later in 4.1.1 “Symplectic propagators” (page 29). The expansions
 needed to derive most of the following propagators can be found in C.1 “Numerical
 differentiation” (page101).


We will now go through the main propagators, reference their origin and comment
on their use. In all the cases without magnetic field, F(t) is a shorthand for F(x(t)),
as the force depends only on the position.



(18)Verlet


The classic Verlet propagator [Ver67] does not contain explicit velocities. If needed,
 they can be computed later using the expression below. There is a class of propagators
 that produce trajectories identical to those of the Verlet propagator. We will mention
 that for each of them.


The formula to get from ttot+ ∆tis


x(t+ ∆t) = 2x(t)−x(t−∆t) +F(t)


m ∆t2. (2.27)


The expression for velocities is the usual derivative by finite differences. Notice that
 we also need the position one step ahead.


v(t) = x(t+ ∆t)−x(t−∆t)


2∆t (2.28)


Velocity Verlet


The velocity Verlet propagator [SABW82] is an improvement of the previous one for
 cases where we need velocities at the same times as positions. It belongs to the Verlet
 class of propagators, which can be verified by reproducing the original expression by
 algebraic manipulations.


x(t+ ∆t) =x(t) +v(t)∆t+F(t)


2m ∆t2 (2.29)


v(t+ ∆t) =v(t) +F(t+ ∆t) +F(t)


2m ∆t (2.30)


Leap-frog


The leap-frog propagator uses velocities at times shifted by half a time step, hence the
 name. The book [AT89] cites the article [Hoc70] as its origin, but the earliest use of
 this propagator known to the author is in [FLS63]. It is very simple to implement and
 therefore used quite a lot, if the shift of velocities is not a problem. This propagator
 belongs to the Verlet class.


x(t+ ∆t) =x(t) +v(t+ ∆t/2)∆t (2.31)
 v(t+ 3∆t/2) =v(t+ ∆t/2) +F(t+ ∆t)


m ∆t (2.32)


Beeman


The Beeman propagator [Bee76] is another example of a Verlet class propagator. It
produces the same trajectory and slightly more precise velocities. The price for this is
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a more complicated expression and the need to hold more values from past time steps
 in memory.


x(t+ ∆t) =x(t) +v(t)∆t+∆t2


6m [4F(t)−F(t−∆t)] (2.33)
 v(t+ ∆t) =v(t) + ∆t


6m[2F(t+ ∆t) + 5F(t)−F(t−∆t)] (2.34)
 Position Verlet


The position Verlet propagator [TBM92] has been found using the technique described
 in4.1.1“Symplectic propagators” (page29). Somewhat confusingly, it does not belong
 to the Verlet class of propagators. It has been shown to produce better results than
 Verlet class propagators for longer time steps [TBM92].


v(t+ ∆t) =v(t) +F(t)∆t
 


x(t) + ∆t
 2mv(t)





(2.35)
 x(t+ ∆t) =x(t) + ∆t


2 [v(t) +v(t+ ∆t)] (2.36)


Velocity-corrected Verlet


This scheme [FS01] is not a true propagator, but rather a way to compute velocities
 for a known trajectory more precisely than with the Verlet or Beeman propagators. It
 is really just a numerical derivative of the trajectory that can be obtained as explained
 inC.1“Numerical differentiation” (page101). Notice that the formula


v(t) = 1


12∆t[x(t−2∆t)−x(t−∆t) +x(t+ ∆t)−x(t+ 2∆t)] (2.37)
 needs positions of two steps ahead.


HARHA


None of the above propagators include the influence of magnetic field. This can be
 achieved by a slight modification to the leap-frog propagator. The propagator now
 called “half acceleration, rotation, half acceleration” (HARHA) can be found in [BL91]


but was used in various forms earlier. Here we present a slight modification that
expresses the rotation of the velocity vector exactly, unlike the formulation in [BL91].
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v−(t) =v(t−∆t/2) +F(t)
 m


∆t


2 , (2.38)


v+(t) =R(B)·v−(t), (2.39)


v(t+ ∆t/2) =v+(t) + F(t)
 m


∆t


2 , (2.40)


x(t+ ∆t) =x(t) +v(t+ ∆t/2)∆t. (2.41)
 This is the same as the leap-frog propagator, only the velocity update is split into two
 stages with a rotation of the velocity vector inserted between them. The rotation is
 performed around the axis given by the direction of the magnetic field and the angle
 is ωc∆t, as expected. The construction of the matrix R can be found in Appendix
 D “Rotation of a vector in 3D” (page 110). A rigorous derivation of this propagator,
 showing its symplecticity, will be presented in4.1.1“Symplectic propagators” (page29).


Gear propagators


The Gear propagators are a class of propagators that are sometimes used in molecular
 dynamics. They are not symplectic but are more accurate, especially for shorter time
 steps. The details can be found in [NKK03]. Figures 2.2 and 2.3 show Verlet and
 Gear (of three different orders) propagation of an orbiting planet. Figure2.4shows the
 energy during a simulation of a Lennard-Jones fluid.


Error terms


The error terms for most propagators can be expressed from the expansions from which
 they arise. These are, however, local errors only. Global errors should be used to de-
 termine the order of a propagator. It can be shown that propagators of the Verlet class
 are second order propagators, meaning that the global error in position isO((∆t)2).


2.2.3 Force calculation


To propagate a system from one time to another, it is necessary to be able to calculate
 the forces acting on particles in a given state. These can be of two different kinds —
 external and internal forces. External forces are imposed on the system from outside
 and usually depend only on the position and velocity of each particle independently.


Internal forces are forces from other particles in the system and generally they depend
on the positions and velocities of all the particles in the system. These can be divided
by the number of particles involved into two-body, three-body, etc. interactions, where
the interactions of more than two particles account for polarization effects or bonds
in molecules. Polarizability is often neglected, either because its influence is small or
because of the computational demands. In the pair-additive approximation the force
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Figure 2.2 An orbiting planet propagated with the stated methods. Notice the quali-
 tative difference. The Verlet propagator conserves the total energy (a consequence of its
 symplecticity) but causes precession. The Gear propagators do not conserve energy but
 the precession is significantly smaller. Reprinted from [NKK03] with permission.


on particle j is


Fj =−X


k6=j


∇U(|rk−rj|), (2.42)


whererk is the position of particle k.


In the dynamics of complex molecular systems (for example biomolecules) the set
 of functions and parameters defining the internal forces is usually called a force field.


In plasma physics the description of the interactions is more simple and the term “force
 field” is usually not used.


In its most straightforward formulation for pair interactions only, molecular dy-
 namics has an asymptotic time complexity of O(N2), because one has to consider the
 interaction of all particle pairs. This would, unfortunately, make any computations of
 useful system size prohibitively expensive in computer time. It is therefore necessary to
 find ways to improve the scaling of the method with system size. The available options
 depend on the nature of the interaction.


There are two distinct classes of particle interactions — short-range and long-range.


Short-range interactions fulfill the following requirement for the interaction energyU(r)



(22)Figure 2.3 Same as Figure2.2but with double the time step. Reprinted from [NKK03]


with permission.


∞


Z


0


U(r)r2dr <∞. (2.43)


Furthermore, typical short-range interactions vanish much faster than is required by
 the above condition. The most important practical difference between these two is
 the possibility of truncating the interaction by using a cutoff distance in the case of
 short-range interactions.


For short-range interactions it is usually possible to modify the formula for energy
 or force in such a way that is has a strictly finite support and at the same time is not
 very different from the original one. This is done by setting the value of the energy to
 zero forr > rC, whererC is a chosen cutoff distance, and shifting the potential so that
 it is continuous:


Ucutof f(r) =











U(r)−U(rC), r < rC


0, r > rC


. (2.44)


Another option is to use a switching function for a smooth transition between the
original function and the zero atr > rC, which gives a continuous interaction potential
as well as its derivative [NKK03]. This truncation procedure considerably limits the
number of interactions for each particle and combined with other techniques allows to
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Figure 2.4 The total energy of a Lennard-Jones fluid using the stated propagators.


There is an obvious drift for the Gear propagators, whereas the Verlet propagator seems
 to have a negligible drift but bigger fluctuations. Reprinted from [NKK03] with permis-
 sion.


change the asymptotic time complexity fromO(N2) toO(N). This is, however, beyond
 the scope of this thesis.


Long-range interactions, on the other hand, cannot be changed in such a way,
 because the cutoff distance would be in most cases comparable to the system size. A
 usual representative of this type is the electrostatic interaction. Several approaches
 to this problem exist and they will be discussed in section 2.3 “Plasma simulations”


(page 19).


2.2.4 Boundary conditions


So far, we have avoided the problem of the boundaries of the system. Most of the time,
 there are specific requirements on boundary conditions given by the physical properties
 of the system.


Open boundary conditions


When one considers only direct interactions within the system, there are no explicit
boundary conditions. This is usually called open boundary conditions and it is the
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 conditions is useful for example for simulating open clusters of atoms or galaxies in
 astrophysics. There are, however, finite size and surface effects that influence the
 system, which is not always desirable.


Periodic boundary conditions


In simulations where we are interested in bulk properties, we would like to minimize the
 surface effects. This is the primary motivation behind periodic boundary conditions.


The system (usually a box) is replicated an infinite number of times in each direction,
 which produces a system of infinite size that is periodic, the period being the original
 box size. This is achieved in the following way: particles that exit the system on one
 side are inserted on the other side and for each particle only the interaction with one
 replica of each of the other particles is considered. This replica is chosen so that it is the
 one with minimum distance to the particle of interest. A simple illustration is provided
 in Figure 2.5. This should be further combined with a suitable spherical truncation
 procedure to avoid the influence of the shape of the box.


Figure 2.5 An illustration of the periodic boundary conditions in 2D, the nearest eight
 replicas of the system are drawn. Arrows show all the potential interactions for one of
 the particles, dashed box shows the effective limits of the system with respect to this
 particle.


There are no surface effects in such a system. On the other hand, there is artificial
periodicity and one has to be careful about having a system large enough to be able
to neglect its effects. It is also possible (and useful for certain applications) to have
a system that is periodic in one or two dimensions and open in the rest. The most
general three-dimensional periodic box is a triclinic cell, as implemented for example
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in the molecular dynamics package GROMACS [HKVL08].


Special boundary conditions


In certain cases, neither of the two above options is useful. There may be special
 requirements on the boundary conditions, usually an interface of some kind. This has
 to be, obviously, approached on a per case basis.


An example would be a simulation involving the surface of a solid, where several
 layers of atoms subject to normal molecular dynamics are usually terminated by a
 layer of atoms fixed in place or attached to fixed points via harmonic oscillators. An
 analytical correction for the rest of the solid below the last layer may also be added.


Another notable example would be the interface with bulk plasma, but this will be
 treated in detail in the following parts of this thesis.


2.2.5 Pair correlation function


An important quantity that can be obtained from a particle simulation is the pair
 correlation function, sometimes also called radial distribution function. It is defined by
 the expression


g(r) = N(N−1)
 n2Q


Z


· · ·
 Z


exp [−βU(r1,r2, . . . ,rN] dr3. . .drN, (2.45)
 whereQ is the configuration integral


Q=
 Z


exp


−βU(rN)


drN. (2.46)


It can be shown that various quantities can be expressed using the pair correlation
 function for an interaction potential that is a sum of pair interactions. For example, it
 is possible to express the interaction energy as


hUi= 2πN n


∞


Z


0


U(r)g(r)r2dr. (2.47)


Details can be found for example in [NKK03].


2.2.6 Further considerations


There are lots of other options and problems to consider in general molecular dynam-
ics. One of the most important areas is the simulation of different thermodynamic
ensembles. Without any modifications, molecular dynamics runs the microcanonical
ensemble, sometimes called the NVE ensemble, as the conserved quantities are the
number of particles, volume and total energy. Sometimes it is desirable to simulate a
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 thermostat, which can provide a canonical ensemble simulation (an NVT simulation).


Some thermostats provide an exact canonical ensemble while others provide a simu-
 lation at a set temperature that only approximates a canonical ensemble. The common
 feature of all of them is the fact that the time averaged temperature is equal to a chosen
 value, while the instantaneous value of temperature and the total energy fluctuate. The
 details of the fluctuations of the temperature depend on the specific thermostat used.


Perhaps the most simple approach is velocity rescaling. After a given number of
 simulation steps all the velocities are rescaled so that the kinetic temperature is equal
 to the desired temperature. This does not give en exact canonical ensemble and also
 distorts the dynamics of the systems quite a lot.


Other temperature control schemes are based on artificial degrees of freedom that
 are coupled to all the particles of the system. An example of this type is the Nos´e-
 Hoover thermostat [Hoo85], which provides an exact canonical ensemble.


In this work we will use only the Andersen thermostat [And80]. The basic idea is the
 existence of a virtual bath of the desired temperature whose particles collide with those
 of the simulated system with a given collision frequencyν. The effect of such a collision
 is resetting of the velocity of the particle randomly from the Maxwell distribution. The
 collision frequency determines the strength of the coupling to the bath. This provides
 an exact canonical ensemble, as has been proven in the original article. The dynamics of
 the system can obviously be influenced considerably, on the other hand, this approach
 is very useful for quenching a system starting from an unphysical initial condition.


Other important topics include Verlet lists and constraints but these are not im-
 portant in plasma simulations, therefore we will not discuss them here.



2.3 Plasma simulations


In this section we will go through the major possible approaches to plasma simulations
 while focusing on the particle-based methods. Generally, we are interested in the time
 evolution of a plasma system, either to get the time average of equilibrium or stationary
 state properties or to get the details of a dynamic process. The options we have roughly
 follow the different levels of plasma theory.


Some of the methods can be combined in so-called hybrid models. This usually
 involves using a more fundamental technique for parts of the system where higher
 resolution and better description is required and a higher level technique elsewhere.


The decomposition can be done for example in real space or across plasma components.


One example would be the use of a particle code for the vicinity of an electrode and a
fluid code for larger areas of plasma near equilibrium with a boundary region between
them. Another example is using a particle code for one particle type or the tail of its
velocity distribution and a fluid code for the rest.
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There is one approximation that is applicable to a wide range of situations inde-
 pendent of the specific method chosen. Often, we can neglect the terms in Maxwell’s
 equations that account for wave propagation and keep only Poisson’s equation of elec-
 trostatics. This is justified at timescales much larger than the typical wave period and
 for spatial features much larger than the typical wavelength of electromagnetic waves
 that could be present in the studied system. Unless stated otherwise, we will always
 work in the electrostatic approximation because it is sufficient for the systems we want
 to be able to treat.


2.3.1 Boltzmann equation modelling


A straightforward approach is to solve the partial differential equations at the level of
 the Boltzmann kinetic equation or the Vlasov equation numerically. The main problem
 here would be the number of dimensions. Although Maxwell’s equations have 3+1
 dimensions, the full Boltzmann equation has 6+1 dimensions, because the velocities
 are also independent variables. Solving this partial differential equation would be quite
 demanding computationally.


2.3.2 Fluid modelling


Another option is to take the fluid equations and treat them numerically, which is in
 principle similar to the previous case, except we do not have the velocity dimensions
 here. This is certainly an advantage, but it suffers from the limitation imposed by
 the equations themselves — we should expect poor results for situations with velocity
 distributions much different from the equilibrium Maxwell distribution.


This model must be accompanied by a suitable choice of boundary conditions for
 the partial differential equations. These depend on the specific system.


2.3.3 Particle modelling overview


The most detailed approach to plasma modelling is at the particle level. Classic texts in
 this area include [BL91] and [HE88]. The particles in the simulation can be interpreted
 in several different ways but the basic features are the same. In this type of models
 we run molecular dynamics of individual particles of the different plasma components.


These can be regarded either as samples from the Boltzmann distribution f(x,v, t) or
 as representations of real particles. For practical reasons, a coarse-graining of the model
 can be performed by grouping several particles into a superparticle or pseudoparticle
 with the mass and charge being integer multiples of the original ones. Conceptually,
 this is somewhere between the previous two possibilities.


As has been said, the basic idea is in fact the same in all cases. We need to compute
the force acting on each of the particles in each time step, for example in the electrostatic
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 resulting force is then used to propagate the particles in time by ∆t.


The self-consistent field computation can be regarded as a problem that is well
 defined by itself and is usually the most demanding part of the model. It will be
 discussed separately in more detail later. For the time being, let us assume that we
 have a way to compute this interaction.


Boundary conditions in particle modelling are a little more complicated than in the
 fluid case. There have to be the usual boundary conditions for Maxwell’s equations
 (or the Poisson’s equation in the often used electrostatic limit) as well as boundary
 conditions for particles. For a lot of interesting applications, including probe diagnos-
 tics, these fall into the “special” category mentioned in 2.2.4 “Boundary conditions”


(page16). On the outside one usually needs an interface with bulk plasma. This means
 that particles that exit the system are simply discarded and a suitable flux of particles
 from the outside has to be provided. Metal electrodes in the interior of the domain
 usually need a Dirichlet boundary condition for the electrostatic potential and absorb
 any particles that cross their geometrical border. Some more advanced models include
 processes that occur at surfaces that are in contact with plasma, for example secondary
 emission or charge accumulation on dielectric surfaces.


In systems that are not completely ionized, it is often necessary to include the
 influence of the particles of the neutral gas or gases. A stochastic procedure is used,
 where the atoms of the neutral gas are not explicitly simulated. This is called Monte-
 Carlo collisions and it corresponds to the right-hand side of the Boltzmann kinetic
 equation. Events are generated randomly from a set of possible processes of known
 scattering cross-sections. The results depend on the specific method used, which is a
 problem in its own right, as well as on the available cross-section data. The focus of
 this thesis is only fully ionized plasma and the details of Monte-Carlo collisions will not
 be discussed here.


A general model is formulated in three spatial dimensions, but certain systems
have symmetries that allow for the reduction of the number of dimensions by one or
two. The real simulated area becomes a column in one dimension and a slab in two
dimension. The area of the base (of the column) or the slab thickness are numerical
parameters that do not have a direct physical meaning. One has to be careful with the
interpretation of particle properties and calculation of physical quantities. The specific
way of doing this depends on the model details, especially on the way the electric field
is computed. The common feature of all these situations is that the pseudoparticle
technique is implicitly present and that the total number of particles in the system can
be set thanks to the scaling freedom provided by the base area or slab thickness. The
choice of these parameters influences the computational demands of the model.
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Particle interaction


Perhaps the most crucial part of a particle plasma simulation is the computation of the
 particle interaction. The reason is the fact that it is the most demanding part as for
 computer time and approximations have to be made. The choice of these approxima-
 tions has a substantial influence on the behaviour of the model.


Traditionally, the methods fall into three distinct categories.


Particle-particle These methods compute the interaction as a sum of particle-particle
 interactions. This does not take into account the boundary conditions and addi-
 tional steps have to be taken to impose them.


Particle-mesh These methods use a spatial mesh through which interactions are com-
 puted.


Particle-particle, particle-mesh This is a combination of the two previous meth-
 ods, part of the interaction is taken as direct action, the rest through a mesh.


In the rest of this section we will go through several approaches to this central
 problem of plasma simulations.


2.3.4 Particle-in-cell


Perhaps the most widely used method is called particle-in-cell. It is a particle-mesh
 method. The two textbooks mentioned above, [BL91] and [HE88], focus almost exclu-
 sively on this way of computing interactions.


Particle positions are interpolated to a mesh to obtain particle densities and there-
 fore also the charge density. This is then used to solve Poisson’s equation on the grid.


This solution is then differentiated numerically to get the electric field, which can be
 interpolated from the grid back to the particles. Boundary conditions can be imposed
 on the solution of Poisson’s equation, making this method suitable for typical problems
 in modelling the vicinity of probes. Because of the grid, this is quite a rough approx-
 imation and it neglects the interaction of particles within a single cell. Its asymptotic
 time complexity is O(NlogN) and in its efficiency it relies heavily on a fast Poisson
 solver on a grid.


Conditions of stability


There are several criteria that need to be fulfilled for a particle-in-cell simulation to be
 stable. Because various sources differ in the exact numbers, we will present only the
 approximate bounds here.


• The grid spacing must resolve the Debye length.
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 step. The average velocity is usually used for this comparison.


• The time step should resolve the plasma frequency.


• The time step should resolve the cyclotron frequency.


• The number of particles per cell should be sufficient. Numbers in the range 10–100
 are usually given for the numerical noise to be at an acceptable level.


Interpolation of charge


To be able to solve Poisson’s equation on a grid, we have to obtain particle densities (and
 thus the charge density) on this grid first. This is done by one of several interpolation
 schemes. The most simple one is called Nearest Grid Point and it just assigns each
 particle to the grid point that is nearest to it. A whole class of interpolation schemes
 is called Cloud-in-Cell. Parts of each particle are assigned to several nodes in its
 vicinity. This is done by a weighting scheme, in which each particle is smeared out
 by a function that represents its “shape”. Several examples can be found in [BL91] or
 [Ver05]. Another option is to use linear interpolation between nearest grid points. In
 two dimensions that would mean bilinear interpolation between four grid points.


Solving Poisson’s equation


Having the charge density, we can solve Poisson’s equation


∆ϕ(x) =−ρ(x)


ε0 (2.48)


on the grid. Boundary conditions on the value and/or normal derivative can be imposed
 on this solution. Partial or full periodicity can also be achieved. The specific way of
 imposing boundary conditions depends on the solver used.


On a grid, differentiation is represented as finite differences and the partial differen-
 tial equation (2.48) changes to a system of linear equations for the unknown values ofϕ
 in the grid points. A linear system can be represented by a matrix, whose form depends
 on the chosen order of the differentiation scheme and on the boundary conditions. This
 is a standard problem in numerical mathematics and there are several ways of solving
 it, some more suitable than others.


The electric field (and thus the force acting on particles) can be obtained by nu-
 merical differentiation on the grid.


2.3.5 P3M


P3M is an abbreviation that stands for Particle-particle, particle-mesh [EHL80]. It
combines the use of a grid with direct particle forces. Its implementation is more
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complicated than in the case of particle-in-cell and the time complexity is also quite
 high, approachingO(N2) [CKV+06]. It is not used much nowadays.


2.3.6 Ewald summation


The method of Ewald summation [Ewa21] is based on dividing the problem into sums
 in real and reciprocal space in a specific way. These sums converge faster than the
 original sum in real space and therefore can be truncated. This algorithm and all its
 later variants work only in periodic boundary conditions and are therefore unsuitable
 for a large class of plasma simulations and we will not discuss it in more detail here.


2.3.7 Direct summation


This is the most direct approach one can take. For each particle, the total force is
 calculated as the sum of forces from all the other particles in the system, therefore
 it belongs to the particle-particle category. The time complexity is obviously O(N2),
 which is unacceptable for problems that usually arise in plasma simulations. This
 method is, however, very accurate, as there is no approximation involved. By itself, it
 has no mechanism of imposing boundary conditions.


2.3.8 Hierarchical algorithms


It has been known for a long time that direct summation can be improved substantially
 while retaining almost all of its accuracy. There are several approaches but the basic
 idea is the same in all cases. Because the electrostatic interaction decreases with dis-
 tance, it would be natural to include the interaction with near particles exactly while
 taking particles that are further away only approximately, perhaps grouping them in
 some way. Generally, these algorithms are sometimes called treecodes. The first idea
 was published in 1985 [App85] and was further refined by Barnes and Hut [BH86] (now
 called the Barnes-Hut algorithm) and independently as the Fast Multipole Method by
 Greengard and Rokhlin [GR87]. These methods would loosely fit into the particle-
 particle category, although this is not entirely accurate. A big advantage over mesh
 based methods is the inclusion of small distance interaction. All of them are suitable
 only for open boundary conditions.


Barnes-Hut algorithm


The Barnes-Hut algorithm was motivated by astrophysical simulations of gravitational
problems. The spatial domain containing all the particles is divided into eight cubes
and each of these cubes is further divided in such a way that there is at most one particle
in each bottom level cube. Each box on each level (called a node) holds information
about its centre of mass — the center of mass of all the particles it contains. Thus we
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 is an octree in three dimensions, a quadtree in two dimensions and a binary tree in
 one dimension. This division is illustrated for a simple configuration of 12 particles in
 Figure 2.6.


The potential at a specific point is then computed using the tree in the following
 way. Starting at the root node of the tree, the distance r between the point and the
 centre of mass of the node is measured and compared to the size of the boxd. Generally,
 this is called a multipole acceptance criterion and in the Barnes-Hut algorithm has the


form r


d > θ, (2.49)


where θ is a chosen parameter that influences the accuracy of the result as well as its
 computational demands. If this criterion is met, only the interaction with the whole
 cluster is included by adding the potential from its centre of mass. In the opposite case,
 more detail is required and the same is repeated for all the descendant nodes of the
 current one. The procedure converges to direct summation in the limit θ→ ∞. Force
 can be computed in a similar way. The asymptotic time complexity of this algorithm is
 O(NlogN) and it produces satisfactory results for relatively small values ofθ. It has to
 be modified for the purpose of electrostatic problems either by using two independent
 trees for positive and negative charges or by using a more complicated tree that holds
 both charge types.


Fast Multipole Method


The Fast Multipole Method was originally proposed for gravitational as well as electro-
 static problems. It is more sophisticated and also more complicated to implement than
 the Barnes-Hut algorithm. It uses the same basic division as Barnes-Hut (although the
 tree is balanced in the original formulation), but rather than using only the centre of
 mass, a multipole expansion of each cube is performed around the centre of that cube.


The expansions for higher levels are obtained from lower levels with the use of formulae
 for translation and addition of multipole expansions.


The evaluation of potential or force is also more complicated, using not only particle-
 particle and particle-cluster interactions, but also cluster-cluster terms. As a result, the
 asymptotic time complexity improves to O(N). However, the prefactor at the linear
 term is very high, making it useful only for very large systems.


Other variants


There is a potentially large number of possible modifications of the two original al-
gorithms. One can include higher terms of the expansion in a Barnes-Hut type of
algorithm, use a different kind of expansion and other options. The basic idea remains
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Figure 2.6 A Barnes-Hut tree in two dimensions. Circles represent nodes of the tree
 and each of these corresponds to a square at the appropriate level. Circles with a dot
 inside represent leaves — nodes that contain a single particle. Dashed lines represent
 parts of the tree that are not present, because there are no particles in the corresponding
 areas.


the same and the specific choice of details depends on the demands of the problem the
 algorithm is being applied to.


2.3.9 Boundary integral/treecode


Recently, there has been progress in the use of particle-particle methods together with
 boundary conditions. The published work ([CKV04], [CKV] and [CKV+06]) uses one
 specific kind of hierarchical algorithms to compute particle interaction, but a framework
 can easily be generalized from this, allowing the use of other treecodes. There were
 several applications, but none of them in the area of probe diagnostics and magnetized
 plasmas.


A reformulation of the electrostatic problem using Green’s theorem allows to impose
(possibly mixed) boundary conditions on the value and/or the normal derivative of the
electrostatic potential. There are no restrictions on the geometry of these borders,
allowing the treatment of a wide range of problems, including probe diagnostics. To
impose the boundary conditions, virtual point charges or dipoles are created at the
boundary. Their values are set using the configuration of particles within the domain



(34)in such a way that the potential computed from the interior particles and the virtual
particles satisfies the boundary conditions.
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Objectives


This work is primarily motivated by plasma probe diagnostics. There are diverse areas
 of interest in the physics involved in plasma probes as well as in the computer methods.


The focus of this thesis is particle modelling of the vicinity of probes immersed in plasma
 with emphasis on the solution of the electrostatic problem with boundary conditions.


The objective is to address the following issues:


• design a 2D electrostatic particle model of a spatial domain of plasma with ex-
 ternal magnetic field,


• incorporate two different methods of computing the electrostatic interaction —
 the particle-in-cell method and the boundary integral/treecode method,


• implement the model,


• study and improve the computational efficiency of the model and discuss the
 possibility of its extension to three dimensions and


• apply the model to plasma probe problems, compare the two methods of com-
 puting interaction and discuss the results.


28
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Methodology


This chapter will present all the details that are necessary to formulate and imple-
 ment a plasma model. In its first part, we will prepare several aspects of the model
 that need some more elaboration, in the second part, we will talk about the efficient
 implementation of three different models.



4.1 Theory


In this section we will look at a method of deriving symplectic propagators and use
 it to obtain the HARHA propagator. We will also show explicitly how to deal with
 two different problems of a plasma model. The first one will be a way to impose a
 boundary condition with algorithms, that are originally only usable with open boundary
 conditions. For this purpose, we will reformulate the electrostatic problem. The second
 problem will be the simulation of an interface between the model and bulk plasma, both
 with and without magnetic field.


4.1.1 Symplectic propagators


There exists an elegant and systematic way to derive numerical symplectic propagators
 of Hamiltonian systems [TBM92]. We will review this process and use it to derive a
 propagator that includes the influence of magnetic field.


Symplecticity


We will work with a Hamiltonian that does not have an explicit time dependence and
 is separable into two terms — the kinetic term that is a function of canonical momenta
 and the potential term that is a function of the generalized coordinates. Without loss
 of generality we will leave out the indices over multiple particles. The Hamiltonian


29
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then becomes


H(q,p) =T(p) +V(q) = p2


2m +V(q) (4.1)


and the Hamilton’s equations of motion are
 q˙ ={p, H}=∇pH = p


m, (4.2)


˙


p={q, H}=−∇qH =−∇qV(q). (4.3)
 The evolution operatorU can be used to represent a formal solution of the equations
 of motion:


"


q(t)
 p(t)


#


=U(t, t0)


"


q(t0)
 p(t0)


#


. (4.4)


This operator is unitary, expressed by U(t0, t) = U−1(t, t0), which is equivalent to
 time reversibility. It represents a transformation of the phase space that preserves
 the symplectic form. This, in turn, implies the conservation of phase space volume and
 other quantities under the transformation. Details can be found for example in [SSC93].


Note that symplecticity is a “stronger” property than just energy conservation.


Original procedure


Let us now turn our attention to the derivation of symplectic numerical propagators. A
 comprehensive treatment of the procedure can be found in the original paper [TBM92]


as well as the book [FS01]. We will need the Trotter formula
 exp(A+B) = lim


p→∞



 exp


A
 2p



 exp


B
 p



 exp


A
 2p


p


, (4.5)


whereA and B are operators that do not commute.


The time change of any function on the phase space can be written as


f˙(q,p) ={f, H}=iLf(q,p), (4.6)
 whereL is the Liouville operator given by


iL={. . . , H}= ˙q· ∇q+ ˙p· ∇p. (4.7)
 The formal solution of equation (4.6) can be written as


f(t) = exp (iL(t−t0))f(t0), (4.8)
which also gives the formal solution (4.4) of the equations of motion for the special case
of f being one of the coordinates or momenta. We can now identify the expression for
the evolution operator U. We would like to be able to approximate this operator for
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