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(7)In this work we study the application of the boundary element method for solving the
 Helmholtz equation in 3D. Contrary to the finite element method, one does not need to
 discretize the whole domain and thus the problem dimension is reduced. This advantage is
 most pronounced when solving an exterior problem, i.e., a problem on an unbounded do-
 main. On the other hand, it should be mentioned that the boundary element discretization
 leads to dense matrices and is computationally demanding. In this thesis we concentrate on
 the Galerkin approach known, e.g., from the finite element method. In sections devoted to
 the discretization of boundary integral equations we describe the combination of analytic
 and numerical integration used for the computation of matrices generated by boundary
 integral operators. We also mention the collocation method, which gained its popularity
 among engineers due to its simplicity.


Keywords: Boundary Element Method, Boundary Integral Equations, Galerkin Equa-
 tions, Representation Formulae.


Abstrakt


Tato práce se zabývá řešením Helmholtzovy rovnice ve 3D metodou hraničních prvků.


Na rozdíl od metody konečných prvků tento přístup nevyžaduje diskretizaci celé oblasti
 a tím snižuje dimenzi problému. Tohoto faktu se dá s výhodou využít především při
 řešení vnějších úloh, tedy úloh na neomezených oblastech. Na druhou stranu je třeba
 podotknout, že při diskretizaci problémů pomocí metody hraničních prvků vznikají husté
 matice a jejich vyčíslení je výpočetně náročné. V dalším textu se zaměřujeme na Galerki-
 novu diskretizaci, která je známá například z metody konečných prvků. V části věnované
 diskretizaci hraničních integrálních rovnic popíšeme kombinaci analytické a numerické in-
 tegrace pro sestavení matic generovaných jednotlivými hraničními integrálními operátory.


Kromě Galerkinova přístupu zmíníme zároveň metodu kolokace, která se těší popularitě
 obzvlášť mezi inženýry, a to zejména pro svou jednoduchost.


Klíčová slova: Metoda hraničních prvků, hraniční integrální rovnice, Galerkinovy rovnice,
věty o reprezentaci.
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(9)R – Set of real numbers


R+ – Set of positive real numbers


N – Set of natural numbers


N0 – Set of natural numbers including zero


C – Set of complex numbers


Rez – Real part of a complex numberz
 Imz – Imaginary part of a complex numberz


i – Imaginary unit


∥ · ∥ – Euclidian norm inRn and Cn


∥ · ∥X – Norm in a linear spaceX


⟨·,·⟩ – Euclidian inner product inRnand Cn


⟨·,·⟩ – Functional value


⟨·,·⟩X – Inner product in a linear spaceX


ImV – Image of an operatorV


L(X, Y) – Space of linear continuous mappings fromX to Y
 (X)∗ – Dual space toX, i.e., L(X,C)


∇u – Gradient of a functionu


∆ – Laplace operator


γ0,int – Interior Dirichlet trace operator
 γ1,int – Interior Neumann trace operator
 γ0,ext – Exterior Dirichlet trace operator


γ1,ext – Exterior Neumann trace operator


I – Identity operator


vκ – Fundamental solution for the Helmholtz equation
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Introduction


The boundary element method has started to play an important role in modern mathemat-
 ics during the last few decades. Together with the finite element and the finite difference
 methods it belongs to the most used methods for solving elliptic partial differential equa-
 tions. Contrary to the finite element method, which is based on the weak formulation of
 the partial differential equation, the boundary element method transforms the problem
 into a boundary integral equation, which leads to a dimension reduction. The method is
 particularly advantageous if one is only interested in the Cauchy data, i.e., in the values of
 the solution on the boundary and its normal derivatives, which may be the only important
 values in some applications. The boundary element method can especially outperform the
 finite element method when solving a problem on an unbounded domain, e.g., acoustic
 scattering or sound propagation problems described by the Helmholtz equation. As the
 finite element method is only designed for bounded domains, one has to add an artificial
 boundary and prescribe a new boundary condition replacing the original radiation con-
 dition, i.e., a boundary condition ‘in infinity’. This procedure can be quite tricky when
 considering the above mentioned Helmholtz equation because reflections from the artifi-
 cial boundary have to be taken into account. There are several ways of dealing with this
 problem (for the PML method see, e.g., [10]), nevertheless, this concept may seem quite
 unnatural contrary to the boundary element approach. Despite the advantages mentioned
 above, the boundary element method is not as universal as the finite element method since
 the fundamental solution for the given partial differential equation has to be known to
 obtain the corresponding boundary integral equations.


There are two basic ways of deriving the boundary integral equations. The so-called
 direct methods are based on the representation formulae and properties of the single and
 double layer integral operators. Another approach is based on the fact that the single and
 double layer potentials themselves solve the partial differential equation and only a suitable
 density function has to be found in order to satisfy the boundary conditions. Because the
 density functions have no direct physical meaning, these methods are called indirect. This
 approach was already proposed by C. F. Gauss, who suggested seeking the solution to a
 Dirichlet boundary value problem for the Laplace equation in the form of a double layer
 potential with an unknown density function.


The discretization of the variational formulation in the finite element method is based
on the decomposition of the domain into finite elements of the same dimension as the
original region. In the boundary element method we are only interested in the boundary
and in 3D we only have to deal with a 2D manifold, which is usually compact regardless of
the boundedness of the domain itself. The most popular ways of discretizing the boundary
integral equations are the collocation method used especially by the engineering community
for its simplicity and the Galerkin method well-known from the finite element method. In
spite of its complexity, the Galerkin approach is well studied and has several advantages
over the collocation method, e.g., better error estimates and rates of convergence, symmetry
of matrices, etc.
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Contrary to stiffness matrices arising from the finite element discretization, matrices
 generated by the discretized integral operators are dense and the memory and computa-
 tional requirements can be high. However, new fast boundary element methods have been
 developed to reduce this drawback (for the ACA method see, e.g., [17]).


Because the Laplace equation can be considered as a special case of the Helmholtz
equation, this work is related to the bachelor thesis [19] and the paper [20] describing
the boundary element method for the Laplace equation in 2D. This thesis is divided into
several sections, together building a scheme for the application of the boundary element
method for solving the Helmholtz equation in 3D. In the first section we introduce function
spaces necessary for the boundary integral formulation of the problem. In the following
part we show the connection between the Helmholtz equation and the well-known wave
equation and provide the representation formulae for the solution. In the third section we
introduce boundary integral operators and describe their properties. Afterwards, we derive
boundary integral equations used for the computation of the missing Cauchy data. In the
last part of this thesis we describe the discretization of the boundary integral equations
and provide some thoughts useful for practical implementation. Lastly, we provide some
numerical experiments.
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1 Function Spaces


In this section we introduce function spaces necessary for the boundary integral formulation
 of boundary value problems for the Helmholtz equation. For a more detailed treatment of
 this topic we refer to [1] and [11].


For d∈Nwe define a multiindex


α= [α1, . . . , αd]∈Nd0


of the length |α| := α1 +· · · +αd. Partial derivatives of a smooth enough function
 u:Rd→Rcan thus be expressed as


Dαu:= ∂|α|


∂xα11. . . ∂xαddu.


For a complex-valued functionu:Rd→Cwe define the partial derivatives as
 Dαu:=Dα(Reu) + iDα(Imu).


1.1 Continuous Functions


In the following text we assume thatΩdenotes a domain, i.e., a non-empty open connected
 subset of Rd. ByC(Ω) =C0(Ω)we denote the space of functions defined and continuous
 in Ω. For k ∈ N we denote by Ck(Ω) the space of k times differentiable functions such
 that


∀α,|α| ≤k:Dαu∈C(Ω).


We also define


C∞(Ω) := 


k∈N


Ck(Ω).


Moreover, for k∈N0∪ {∞} we define the space C0k(Ω) as
 u∈C0k(Ω)⇔


u∈Ck(Ω)∧suppu:={x∈Ω:u(x)̸= 0} ⊂Ω is compact
 .
 By C(Ω) = C0(Ω) we denote the space of functions in C(Ω) that are bounded and
 uniformly continuous in Ω. Note that such functions are continuously extendable to ∂Ω
 as


u(x) := lim


Ω∋x→x∈∂Ω˜ u( ˜x) for x∈∂Ω


and in the following text we assume that these functions are already extended in such
 a way. Similarly as above, Ck(Ω) with k ∈ N represents the space of all functions in
 u∈Ck(Ω) such thatDαu∈C(Ω) for allα,|α| ≤k. Equipped with the norm


∥u∥Ck(Ω) := 


|α|≤k


sup


x∈Ω


|Dαu(x)|
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the space Ck(Ω) is a Banach space. Furthermore, we define C∞(Ω) as the space of
 functions in C∞(Ω) that are continuously extendable to ∂Ω. Note that functions in this
 space do not have to be bounded nor uniformly continuous.


For u∈Ck(Ω) withk∈N0, a multiindex α,|α| ≤kand λ∈(0,1]we denote
 Hα,λ(u) := sup


x,y∈Ω
 x̸=y


|Dαu(x)−Dαu(y)|


∥x−y∥λ .
 We define the space of Hölder continuous functions as


Ck,λ(Ω) :=





u∈Ck(Ω) : Hα,λ(u)<∞ for allα,|α|=k



 .
 Together with the norm


∥u∥Ck,λ(Ω):= 


|α|≤k


sup


x∈Ω


|Dαu(x)|+ 


|α|=k


sup


x,y∈Ω
 x̸=y


|Dαu(x)−Dαu(y)|


∥x−y∥λ


the space Ck,λ(Ω) is a Banach space. Setting k= 0 and λ= 1 we get the space C0,1(Ω)
 of Lipschitz continuous functions in Ω.


Definition 1.1. A domainΩ⊂Rdwith a compact boundary∂Ω is aCk,λdomain if there
 exists a finite family of open sets {Ui}ni=1 such that for every i∈ {1, . . . , n}there exist


• a Cartesian system of coordinates


(yi1, . . . , yd−1i , ydi) = (yi, ydi), where yi:= (yi1, . . . , yd−1i ),


• εi, δi ∈R+,


• a functionai:Rd−1 →R
 satisfying


• Γi :=Ui∩∂Ω ={(yi, ydi) :∥yi∥< δi, ydi =ai(yi)},


• Ui+:={(yi, ydi) : ∥yi∥< δi, ai(yi)< ydi < ai(yi) +εi} ⊂Ω,


• Ui−:={(yi, ydi) : ∥yi∥< δi, ai(yi)−εi< yid< ai(yi)} ⊂Rd\Ω,


• ai∈Ck,λ({yi:∥yi∥ ≤δi}).


For a Lipschitz domain, i.e., a C0,1 domain (for an example of a Lipschitz domain in
 R2 see Figure 1.1), the unit outward normal vector n = (n1, . . . , nd) is defined almost
 everywhere on∂Ω. The coordinates n1, . . . , ndare bounded measurable functions on ∂Ω.


Note that in this case the term ‘measurable’ corresponds to a surface measure defined on


∂Ω. This abuse of terminology could be treated by introducing mappings fromUi∩∂Ω to
the global coordinate system and the measure could be understood as a(d−1)dimensional
Lebesgue measure. However, throughout this text we use the simpler notation and refer
to this interpretation.
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Ω


∂Ω


Γi


Ui−
 Ui+


Figure 1.1: Lipschitz domain inR2.
 1.2 Lebesgue and Sobolev Spaces


For a domain Ω ⊂ Rd and p ∈ [1,∞) we introduce Lp(Ω) as the space of measurable
 functionsu:Ω→C with


∥u∥Lp(Ω) :=





Ω


|u(x)|pdx


1/p


<∞.


Remark 1.2. InLp(Ω) we identify functions that are equal almost everywhere in Ω, thus
 the elements of Lp(Ω) are actually equivalence classes. By the relation u ∈ Lp(Ω) we
 understand that there exists an equivalence class in Lp(Ω)such thatu belongs to it.


For functions u∈Lp(Ω) and v∈Lq(Ω) with
 1


p +1


q = 1, p, q∈(1,∞)
 it holds thatuv ∈L1(Ω) and the Hölder inequality





Ω


|u(x)v(x)|dx≤ ∥u∥Lp(Ω)∥v∥Lq(Ω)


is satisfied.


The L∞(Ω) space is defined as the space of measurable functionsu:Ω→Csatisfying


∥u∥L∞(Ω) := ess sup


Ω


|u|:= inf


E⊂Ω
 µd(E)=0


sup


x∈Ω\E


|u(x)|<∞,


whereµd denotes the Lebesgue measure inRd.
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All Lp(Ω) spaces with p ∈ [1,∞)∪ {∞} are Banach spaces. Moreover, L2(Ω) is a
 Hilbert space with the inner product


⟨u, v⟩L2(Ω):=





Ω


u(x)v(x) dx


inducing the norm ∥ · ∥L2(Ω). In particular, for v = u, i.e., for the square of the L2(Ω)
 norm ofu we get the equality


∥u∥2L2(Ω)=⟨u, u⟩L2(Ω)=





Ω


u(x)u(x) dx=





Ω


|u(x)|2dx.


Furthermore, we introduce L1loc(Ω) as the space of locally integrable measurable func-
 tions u:Ω→C, i.e., for such functions it holds





K


|u(x)|dx<∞ for all compact subsets K⊂Ω.


Note that every functionf ∈L1loc(Ω)can be identified with a distribution defined as


⟨f, ϕ⟩:=





Ω


f(x)ϕ(x) dx for allϕ∈C0∞(Ω).


A partial derivative of a distributionF is a distributionDαF defined by


⟨DαF, ϕ⟩:= (−1)|α|⟨F, Dαϕ⟩ for all ϕ∈C0∞(Ω). (1.1)
 Since we deal with the Helmholtz equation in the following sections, it is necessary to
 introduce Sobolev spaces of the first order. We define W1,p(Ω) as


W1,p(Ω) :=





u∈Lp(Ω) : ∂u


∂xk


∈Lp(Ω) for k∈ {1, . . . , d}



 ,


where the derivatives must be considered in the distributional sense. Hence,W1,p(Ω)is a
 subspace of Lp(Ω). We denote by W01,p(Ω) the closure of C0∞(Ω) in the space W1,p(Ω).


Both previously introduced spaces are Banach spaces forp∈[1,∞)∪ {∞}with respect to
 the norm


∥u∥W1,p(Ω):=





Ω


|u(x)|p+


d





k=1














∂u


∂xk(x)














p


dx


1/p


. (1.2)


According to Theorem 3.22 in [1], for Lipschitz domains it holds that the set of functions
 in C0∞(Rd) restricted to Ω is dense in W1,p(Ω) and thus for every function u ∈W1,p(Ω)
 there exists a sequence (ϕn)⊂C0∞(Rd) such that


lim∥ϕn|Ω−u∥W1,p(Ω)= 0.
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W01,2(Ω)equipped with the inner product


⟨u, v⟩H1(Ω):=⟨u, v⟩L2(Ω)+⟨∇u,∇v⟩L2(Ω)


inducing the norm (1.2), which can be rewritten in the form


∥u∥H1(Ω):=∥u∥W1,2(Ω)=


∥u∥2L2(Ω)+∥∇u∥2L2(Ω).
 In the previous two formulae we used the notation


⟨∇u,∇v⟩L2(Ω):=


d





k=1





Ω


∂u


∂xk(x) ∂v


∂xk(x) dx,


∥∇u∥2L2(Ω):=


d





k=1





Ω














∂u


∂xk(x)














2


dx.


In the following text we also consider a more restricted spaceH1(Ω, ∆+κ2)⊂H1(Ω)
 withκ∈R+ defined as


H1(Ω, ∆+κ2) :={u∈H1(Ω) :∆u+κ2u∈L2(Ω)}, (1.3)
 where for smooth functions the symbol∆stands for the Laplace operator defined as


∆u:=


d





k=1


∂2u


∂x2k.


Note that for a non-smooth function u the corresponding function ∆u+κ2u from the
 definition (1.3) must be interpreted in the distributional sense, i.e., using the definition of
 distributional derivatives (1.1), ∆u+κ2u is a distribution satisfying


⟨∆u+κ2u, ϕ⟩=


d





k=1


∂2u


∂x2k, ϕ





+κ2⟨u, ϕ⟩=


d





k=1



 u,∂2ϕ


∂x2k





+κ2⟨u, ϕ⟩


=⟨u, ∆ϕ+κ2ϕ⟩ for allϕ∈C0∞(Ω).


(1.4)


We say that ∆u +κ2u ∈ L2(Ω) in the distributional sense if there exists a function
 v∈L2(Ω)satisfying





Ω


v(x)ϕ(x) dx=





Ω


u(x)


∆ϕ(x) +κ2ϕ(x)


dx for allϕ∈C0∞(Ω).


Together with the norm


∥u∥H1(Ω,∆+κ2):=


∥u∥2H1(Ω)+∥∆u+κ2u∥2L2(Ω)
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the space H1(Ω, ∆+κ2) is a Hilbert space.


Finally, we introduce Hloc1 (Ω) and Hloc1 (Ω, ∆+κ2) as


u∈Hloc1 (Ω)⇔u∈H1(Ω) for all open bounded subsetsΩ⊂Ω,
 u∈Hloc1 (Ω, ∆+κ2)⇔u∈H1(Ω, ∆ +κ2) for all open bounded subsetsΩ⊂Ω.


Note that for a bounded domainΩ we have


Hloc1 (Ω) =H1(Ω),


Hloc1 (Ω, ∆+κ2) =H1(Ω, ∆+κ2).


1.3 Lebesgue and Sobolev Spaces on Manifolds


Since the most important computations in the boundary element method take place on
 the boundary, it is necessary to introduce appropriate function spaces defined on∂Ω.


For p∈[1,∞) we denote byLp(∂Ω)the space of functions u:∂Ω→Csatisfying


∥u∥Lp(∂Ω) :=





∂Ω


|u(x)|pds


1/p


<∞.


Furthermore, we introduceL∞(∂Ω) as the space of functionsu:∂Ω →Csuch that


∥u∥L∞(∂Ω):= ess sup


∂Ω


|u|:= inf


E⊂∂Ω
 µ(E)=0


sup


x∈∂Ω\E


|u(x)|<∞.


Similarly as for the Lebesgue spaces defined on Ω, the elements of Lp(∂Ω) are actually
 equivalence classes of functions (see Remark 1.2).


Let us recall the trace theorem generalizing the concept of a restriction of a function
 to the boundary (see Theorem 2.6.8 in [15]).


Theorem 1.3 (On Traces). Let Ω⊂Rd denote a Lipschitz domain. Then there exists a
 unique linear continuous mapping


γ0:Hloc1 (Ω)→L2(∂Ω)
 satisfying


u∈C∞(Ω) :γ0u=u|∂Ω.


The function γ0u∈L2(∂Ω) is called the (Dirichlet) trace of the function u∈Hloc1 (Ω).


Remark 1.4. The trace theorem allows an alternative definition of H01(Ω) as
H01(Ω) :={u∈H1(Ω) :γ0u= 0}.
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 are not traces of any function in Hloc1 (Ω). Therefore, we introduceH1/2(∂Ω)as the trace
 space ofHloc1 (Ω), i.e.,


H1/2(∂Ω) :=γ0(Hloc1 (Ω)).


Obviously,H1/2(∂Ω)is a linear subset ofL2(∂Ω). Equipped with the Sobolev–Slobodeckii
 norm


∥u∥H1/2(∂Ω):=





∥u∥2L2(∂Ω)+





∂Ω





∂Ω


|u(x)−u(y)|2


∥x−y∥3 dsxdsy


1/2


the space is complete. Note that for a bounded domainΩ we have an equivalent norm


∥u∥H1/2(∂Ω):= inf


v∈H1(Ω)
 γ0v=u


∥v∥H1(Ω). (1.5)


We defineH−1/2(∂Ω)as the dual space to H1/2(∂Ω), i.e.,
 H−1/2(∂Ω) :=





H1/2(∂Ω)


∗


with the standard supremum norm


∥f∥H−1/2(∂Ω):= sup


u∈H1/2(∂Ω)
 u̸=0


|⟨f, u⟩|


∥u∥H1/2(∂Ω)


. (1.6)


For a relatively open part of the boundary Γ ⊂∂Ω we define the spaces
 H1/2(Γ) :=





v= ˜v|Γ: ˜v∈H1/2(∂Ω)



 ,
 H1/2(Γ) :=


v= ˜v|Γ: ˜v∈H1/2(∂Ω),supp ˜v ⊂Γ
 ,
 H−1/2(Γ) :=





H1/2(Γ)


∗


,
 H−1/2(Γ) :=


H1/2(Γ)∗


.


These spaces will be used for the purposes of mixed boundary value problems. For a more
 detailed treatment on this topic see [12] or [18].


1.4 Generalized Normal Derivatives


Let us now assume thatΩdenotes a bounded domain. Recall that for a functionu∈H1(Ω)
 there exists a unique trace γ0u ∈ H1/2(∂Ω) generalizing the notion of a restriction to
 the boundary. To generalize a normal derivative in the same way we would need higher
 regularity of u. Namely, the distributional partial derivatives ∂x∂u


k would have to be in
H1(Ω). In the following section we will, however, show that it is possible to introduce
normal derivatives for functions inH1(Ω, ∆+κ2).
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First of all, we recall how normal derivatives are treated in the finite element method.


To derive the weak formulation of a boundary value problem we will use the first Green’s
 identity.


Theorem 1.5 (First Green’s Identity). Let Ω ⊂ Rd be a bounded C1 domain and let n
 denote the unit exterior normal vector to ∂Ω. Then for u ∈ C2(Ω), v ∈ C1(Ω) the first
 Green’s identity





Ω


∆u(x)v(x) dx=





∂Ω


∂u


∂n(x)v(x) ds−





Ω


∇u(x)∇v(x) dx (1.7)
 is satisfied.


Remark 1.6. The normal derivatives in the preceding theorem should be understood as


∂u


∂n(x) := lim


h→0+


⟨∇u(x−hn(x)),n(x)⟩ for x∈∂Ω.


Corollary 1.7 (Second Green’s Identity). Let Ω⊂Rd be a boundedC1 domain and letn
 denote the unit exterior normal vector to ∂Ω. Then for u, v ∈C2(Ω) the second Green’s
 identity





Ω


∆u(x)v(x) dx−





Ω


u(x)∆v(x) dx=





∂Ω


∂u


∂n(x)v(x) ds−





∂Ω


u(x)∂v


∂n(x) ds (1.8)
 is satisfied.


Consider the boundary value problem

















−(∆u+κ2u) = 0 inΩ,
 u=gD on ΓD,


∂u


∂n =gN on ΓN


(1.9)


with a boundedC1 domainΩ, non-overlapping setsΓD, ΓN⊂∂Ωsuch thatΓD∪ΓN=∂Ω
 and gD, gN ∈ C(∂Ω). Considering a classical solution u ∈ C2(Ω), we can multiply the
 equation by a test functionv∈V :={v∈C2(Ω) :v|∂Ω = 0 onΓD} to obtain


−





Ω


∆u(x)v(x) dx−κ2





Ω


u(x)v(x) dx= 0 for all v∈V.


Applying the first Greens’s identity (1.7) we obtain





Ω


∇u(x)∇v(x) dx−κ2





Ω


u(x)v(x) dx=





ΓN


gN(x)v(x) ds for allv∈V.


This formulation, however, is also valid for more general settings given in the following
definition.



(23)Definition 1.8 (Weak Solution). Consider the boundary value problem (1.9) with a
 bounded Lipschitz domain Ω, non-overlapping measurable sets ΓD, ΓN ⊂ ∂Ω such that
 ΓD∪ΓN=∂Ω, gD ∈H1/2(ΓD) and gN∈L2(ΓN). Thenu∈H1(Ω) is a weak solution to
 (1.9) if it satisfies














Ω


∇u(x)∇v(x) dx−κ2





Ω


u(x)v(x) dx=





ΓN


gN(x)γ0v(x) ds for allv∈V,
 γ0u=gD on ΓD


with


V :={v∈H1(Ω) :γ0v= 0 onΓD}


The advantage of the weak formulation is that the Neumann boundary condition is
 transformed into the term





ΓN


gN(x)γ0v(x) ds


and thus the normal derivatives of the solution do not appear in the weak formulation.


However, for the purposes of the boundary element method the concept of normal
 derivatives has to be generalized. Using the definition of distributional partial derivatives
 (1.1) we get for u∈L1loc(Ω)


⟨∆u, ϕ⟩=


d





k=1


∂2u


∂x2k, ϕ





=−


d





k=1


∂u


∂xk


, ∂ϕ


∂xk





=


d





k=1



 u,∂2ϕ


∂x2k





=⟨u, ∆ϕ⟩


=





u(x)∆ϕ(x) dx for allϕ∈C0∞(Ω).


(1.10)


Foru∈H1(Ω, ∆+κ2) we may use the middle term from (1.10)


⟨∆u, ϕ⟩=−


d





k=1


 ∂u


∂xk, ∂ϕ


∂xk





=−


d





k=1





Ω


∂u


∂xk(x)∂ϕ


∂xk(x) dx for allϕ∈C0∞(Ω)
 and rewrite (1.10) as





Ω


∆u(x)ϕ(x) dx=−





Ω


∇u(x)∇ϕ(x) dx for allϕ∈C0∞(Ω). (1.11)
 Let u ∈ H1(Ω, ∆+κ2) be an arbitrary but fixed function. We define a functional
 L˜u:H1(Ω)→Cas


L˜u(v) :=





Ω


∇u(x)∇v(x) dx+





Ω


∆u(x) +κ2u(x)


v(x) dx−





Ω


κ2u(x)v(x) dx
 Apparently, L˜u is linear and due to the Hölder inequality we have


|L˜u(v)| ≤ ∥∇u∥L2(Ω)∥∇v∥L2(Ω)+∥∆u+κ2u∥L2(Ω)∥v∥L2(Ω)+κ2∥u∥L2(Ω)∥v∥L2(Ω)


≤(2 +κ2)∥u∥H1(Ω,∆+κ2)∥v∥H1(Ω),
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thus L˜u is bounded and L˜u∈ L(H1(Ω),C) =


H1(Ω)∗


. From the definition of∆u in the
 distributional sense (1.11) and the fact thatC0∞(Rd)|Ω is dense in H01(Ω) we deduce


L˜u(v) = 0 for all v∈H01(Ω)
 and


v1, v2∈H1(Ω)
 γ0v1 =γ0v2





⇒v1−v2 ∈H01(Ω)⇒L˜u(v1−v2) = 0⇒L˜u(v1) = ˜Lu(v2),
 which means that the functionalL˜u only depends on the boundary values ofv. Therefore,
 we can define a functional Lu:H1/2(∂Ω)→Cas


Lu(g) :=





Ω


∇u(x)∇v(x) dx+





Ω


∆u(x) +κ2u(x)


v(x) dx−





Ω


κ2u(x)v(x) dx,
 where


v∈H1(Ω) :γ0v=g.


Again, it is obvious that Lu is linear and because


|Lu(g)| ≤(2 +κ2)∥u∥H1(Ω,∆+κ2)∥v∥H1(Ω) for all v∈H1(Ω) :γ0v=g,
 we also have (see definition of the H1/2(∂Ω) norm (1.5))


|Lu(g)| ≤(2 +κ2)∥u∥H1(Ω,∆+κ2) inf


v∈H1(Ω)
 γ0v=g


∥v∥H1(Ω)= (2 +κ2)∥u∥H1(Ω,∆+κ2)∥g∥H1/2(∂Ω)


(1.12)
 and so Lu ∈ H−1/2(∂Ω). For functions u ∈ H1(Ω, ∆+κ2) we can define the normal
 derivative as


γ1u:=Lu ∈H−1/2(∂Ω)


and we obtain the generalized first Green’s identity (see Lemma 4.3 in [12]).


Theorem 1.9 (Generalized First Green’s Identity). Let Ωbe a bounded Lipschitz domain
 and u ∈H1(Ω, ∆+κ2). Then there exists a unique element γ1u∈ H−1/2(∂Ω) such that
 the equality





Ω


∆u(x)v(x) dx=


γ1u, γ0v


−





Ω


∇u(x)∇v(x) dx


is satisfied for allv ∈H1(Ω).


The mapping


γ1:H1(Ω, ∆+κ2)→H−1/2(∂Ω)


is linear and using the norm (1.6) we can also prove boundedness via (1.12) as follows;


γ1u


H−1/2(∂Ω) = sup


g∈H1/2(∂Ω)
 g̸=0








γ1u, g





∥g∥H1/2(∂Ω)


≤(2 +κ2)∥u∥H1(Ω,∆+κ2).



(25)In the previous paragraphs we showed how to generalize the concept of a normal deriva-
 tive of a function inH1(Ω, ∆+κ2) with a bounded domainΩ. However, it is also possible
 to introduce the Neumann trace operator γ1 for functions defined on an unbounded do-
 main. Since the trace is only dependable on the behaviour of the function in the vicinity
 of the boundary, we have


γ1:Hloc1 (Ω, ∆+κ2)→H−1/2(∂Ω).


BecauseHloc1 (Ω, ∆+κ2)coincides withH1(Ω, ∆+κ2)for bounded domains, the preceding
 definitions agree with this concept. For a more detailed treatment of this topis see [15],
 Section 2.7.


Note that for a function u∈H2(Ω), where
 H2(Ω) :=


u∈L2(Ω) :Dαu∈L2(Ω) for |α| ≤2
 ,
 we have


⟨γ1u, γ0v⟩=


d





k=1





∂Ω


γ0 ∂u


∂xk


(x)nk(x)γ0v(x) ds=





∂Ω


∂u


∂n(x)γ0v(x) ds.



(26)
(27)
2 Helmholtz Equation


Let us first recall the well-known wave equation


∂2U


∂t2 =c2∆U in(0, τ)×Ω (2.1)


describing the wave propagation in a homogeneous, isotropic and friction-free medium with
 a constant speed of propagationc. For the derivation of the wave equation (2.1) see, e.g.,
 [10] or [9].


In the case of time harmonic waves, i.e., waves of the form
 U(t,x) = Re


u(x)e−iωt


with a complex-valued scalar functionu:Ω→C, the imaginary unitiandω ∈R+denoting
 the angular frequency, we can reduce the wave equation (2.1) as follows. For the solution
 U we get


U(t,x) = Re


u(x)e−iωt


= (Reu) cosωt+ (Imu) sinωt. (2.2)
 Inserting (2.2) into (2.1) and dividing byc2 we obtain


−ω2
 c2


(Reu) cosωt+ (Imu) sinωt


= (∆Reu) cosωt+ (∆Imu) sinωt,
 which after rearranging yields


cosωt





∆Reu+ω2
 c2 Reu





+ sinωt





∆Imu+ω2
 c2 Imu





= 0. (2.3)


The equation (2.3) is satisfied in some time interval(0, τ) if it holds


∆Reu+ω2


c2 Reu= 0 ∧ ∆Imu+ ω2


c2 Imu= 0,
 i.e., if the equation


∆u+ω2


c2u= 0 inΩ
 is satisfied. Defining the wave numberκ as


κ:= ω
 c ∈R+


we finally obtain the Helmholtz equation


∆u+κ2u= 0 inΩ.
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Ω
 Ωext


ui


us


d


Figure 2.1: Sound scattering problem.


2.1 Boundary Value Problems for the Helmholtz Equation


By an interior boundary value problem we understand searching for a functionusatisfying

















∆u+κ2u= 0 inΩ,
 u=gD onΓD,


∂u


∂n =gN onΓN,


where Ω ⊂ R3 denotes a bounded domain and ΓD, ΓN are non-overlapping measurable
 sets satisfying ΓD∪ΓN = ∂Ω. The functions gD and gN represent the Dirichlet and the
 Neumann boundary conditions, respectively.


For exterior problems we have to add the Sommerfeld radiation condition discarding
 waves incoming from infinity and thus ensuring uniqueness of the solution. Let us denote
 Ωext := R3 \Ω with a bounded domain Ω. In an exterior boundary value problem we
 search for a function usatisfying





























∆u+κ2u= 0 inΩext,
 u=gD on ΓD,


∂u


∂n =gN on ΓN,

















∇u(x), x


∥x∥





−iκu(x)














=O


 1


∥x∥2





for ∥x∥ → ∞.


Furthermore, let us now consider the situation depicted in Figure 2.1 with an incident
wave ui and a scattered waveus. In the simplest case, such problem can be described by



(29)the boundary value problem (see, e.g., [6], [9])









































∆u+κ2u= 0 inΩext,
 us+ui=u inΩext,
 u= 0 onΓD,


∂u


∂n = 0 onΓN,

















∇us(x), x


∥x∥





−iκus(x)














=O


 1


∥x∥2





for ∥x∥ → ∞


(2.4)


with u := us +ui denoting the total wave. The homogeneous Dirichlet and Neumann
 boundary conditions represent the so-called sound-soft and sound-hard scattering, respec-
 tively. Assuming that the source of the incident wave is remote enough, we can approximate
 ui by plane waves, i.e.,


ui(x) := eiκ⟨x,d⟩


withddenoting the normalized propagation direction. Because suchuisatisfies the Helmh-
 holtz equation, we can reduce the problem (2.4) to





























∆us+κ2us= 0 inΩext,
 us=−ui on ΓD,


∂us


∂n =−iκ⟨d,n⟩ui on ΓN,

















∇us(x), x


∥x∥





−iκus(x)














=O


 1


∥x∥2





for ∥x∥ → ∞


with ndenoting the unit outward normal vector to ∂Ω. The total wave is then given by
 the formula u=us+ui.


2.2 Fundamental Solution


The knowledge of the fundamental solution is essential for the derivation of the repre-
 sentation formulae and the corresponding boundary integral equations. The fundamental
 solution for the Helmholtz equation inR3 is introduced by the following definition.


Definition 2.1 (Fundamental Solution). The functionv:R3×R3 →Cdefined as
 vκ(x,y) := 1


4π


eiκ∥x−y∥


∥x−y∥


is called the fundamental solution for the Helmholtz equation in R3.


In the following theorems we provide some properties of the fundamental solution vκ,
which will be used for the derivation of the representation formulae.
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Theorem 2.2. Let y ∈R3 and let Ω ⊂R3 denote a domain not containing the point y,
 i.e., y∈/ Ω. Then for the function ˜vκ:Ω→C,


˜


vκ(x) :=vκ(x,y)
 it holds that v˜κ∈C∞(Ω) and


∆˜vκ+κ2˜vκ= 0 in Ω. (2.5)


Proof. Let Ω⊂R3 denote a domain and let y∈ R3\Ω. The formula (2.5) is equivalent
 to


∆xvκ+κ2vκ = 0 inΩ.


For the partial derivatives ofvκ with respect toxwe get forj ∈ {1,2,3}


∂vκ


∂xj(x,y) = 1


4πeiκ∥x−y∥(xj−yj)iκ∥x−y∥ −1


∥x−y∥3


and


∂2vκ


∂x2j (x,y) = 1


4πeiκ∥x−y∥


3(xj−yj)2


∥x−y∥5 −3iκ(xj −yj)2


∥x−y∥4 − κ2(xj−yj)2+ 1


∥x−y∥3 + iκ


∥x−y∥2



 .
 Thus, we can express∆xvκ as


∆xvκ(x,y) =


3





j=1


∂2vκ


∂x2j = 1


4πeiκ∥x−y∥


33


j=1(xj−yj)2


∥x−y∥5 −3iκ3


j=1(xj−yj)2


∥x−y∥4


−κ23


j=1(xj−yj)2+ 3


∥x−y∥3 + 3iκ


∥x−y∥2



 .


Because3


j=1(xj−yj)2=∥x−y∥2, we finally obtain


∆xvκ(x,y) =−κ2 1
 4π


eiκ∥x−y∥


∥x−y∥ =−κ2vκ(x,y)
 and thus


∆xvκ(x,y) +κ2vκ(x,y) = 0 for allx∈Ω.


Theorem 2.3. Let y∈R3. Then the function ˜vκ:R3 →C,


˜


vκ(x) :=vκ(x,y)
 satisfies the Sommerfeld radiation condition

















∇˜vκ(x), x


∥x∥





−iκ˜vκ(x)














=O


 1


∥x∥2





for ∥x∥ → ∞.



(31)Proof. Lety∈R3 be an arbitrary but fixed point. We want to proof that the function
 s(x) :=∥x∥2

















∇˜vκ(x), x


∥x∥





−iκ˜vκ(x)














is bounded forxwith sufficiently large∥x∥. Let us takexsuch that∥x∥ ≥2∥y∥and thus
 also


∥x−y∥ ≥ ∥x∥ − ∥y∥ ≥ ∥x∥


2 .
 Forswe get


s(x) =












 1


4πeiκ∥x−y∥


























⟨x−y,x⟩∥x∥(iκ∥x−y∥ −1)−iκ∥x∥2∥x−y∥2


∥x−y∥3














= 1
 4π














(∥x∥3− ⟨y,x⟩∥x∥)(iκ∥x−y∥ −1)−iκ∥x∥2∥x−y∥2


∥x−y∥3














≤ 1
 4π



 κ∥x∥2


∥x∥ − ∥x−y∥





∥x−y∥2 +κ∥x∥|⟨y,x⟩|


∥x−y∥2 + ∥x∥3


∥x−y∥3 + ∥x∥|⟨y,x⟩|


∥x−y∥3





≤ κ∥y∥


16π +κ∥y∥


16π + 1
 32π + 1


64π ≤ κ∥y∥


8π + 3


64π for ∥x∥ ≥2∥y∥,
 which completes the proof.


Theorem 2.4. Let y∈R3. Then the function ˜vκ:R3 →C,


˜


vκ(x) :=vκ(x,y)
 is locally integrable in R3, i.e.,


˜


vκ ∈L1loc(R3).


Proof. Lety∈R3 be an arbitrary but fixed point. We know that v˜κ∈C∞(R3\ {y}) and
 thus we also havev˜κ ∈L1loc(R3\ {y}). Furthermore, for Bε(y) :={x∈R3:∥x−y∥< ε}


withε∈R+ we have





Bε(y)


|˜vκ(x)|dx=





Bε(y)


|vκ(x,y)|dx= 1
 4π





Bε(y)


eiκ∥x−y∥





∥x−y∥ dx= 1
 4π





Bε(y)


1


∥x−y∥dx


= 1
 4π


 ε
 0


 2π
 0


 π


2


−π2


1


rr2cosψdψdϑdr = ε2
 2 <∞,


which completes the proof. In the previous calculation we used shifted spherical coordinates
 F(r, ϑ, ψ) =x= (x1, x2, x3),


x1=y1+rcosϑcosψ, r∈ ⟨0, ε⟩,
 x2=y2+rsinϑcosψ, ϑ∈ ⟨0,2π⟩,
 x3=y3+rsinψ, ψ∈


−π2,π2


(2.6)
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Ωε


∂Ω


∂Bε


ε y n


Bε


Figure 2.2: Illustration for the proof of Theorem 2.5.


with


detJ(r, ϑ, ψ) = det











∂x1


∂r


∂x1


∂ϑ


∂x1


∂ψ


∂x2


∂r


∂x2


∂ϑ


∂x2


∂ψ


∂x3


∂r


∂x3


∂ϑ


∂x3


∂ψ








=r2cosψ.


According to Theorem 2.4 we have v˜κ ∈L1loc(R3) and we can identifyv˜κ with a distri-
 bution ˜vκ:C0∞(R3)→Cdefined as


⟨˜vκ, ϕ⟩:=





R3


˜


vκ(x)ϕ(x) dx=





R3


vκ(x,y)ϕ(x) dx.


Theorem 2.5. Let y∈R3. Then the function ˜vκ:R3 →C,


˜


vκ(x) :=vκ(x,y)
 satisfies


∆˜vκ+κ2˜vκ=−δy
 in the distributional sense, i.e.,


∆˜vκ+κ2˜vκ, ϕ


=⟨−δy, ϕ⟩:=−ϕ(y) for all ϕ∈C0∞(R3).


Proof. Lety∈R3 andϕ∈C0∞(R3)be chosen arbitrarily. We have to prove that


∆˜vκ+κ2˜vκ, ϕ


=−ϕ(y).


Similarly as in (1.4), we get for the left-hand side


∆˜vκ+κ2v˜κ, ϕ


=⟨˜vκ, ∆ϕ+κ2ϕ⟩.



(33)Because ˜vκ ∈ L1loc(R3) (see Theorem 2.4), we can rewrite the last term of the previous
 formula as


⟨˜vκ, ∆ϕ+κ2ϕ⟩=





R3


vκ(x,y)


∆ϕ(x) +κ2ϕ(x)


dx=:I.


Let us now choose a smooth enough bounded domain Ω ⊂ R3 such that suppϕ ⊂ Ω,
 y ∈ Ω. Furthermore, we denote Bε(y) := {x∈ R3:∥x−y∥ < ε} and Ωε := Ω\Bε(y)
 (see Figure 2.2). Since the domainΩε does not contain the pointy, it holds


∆xvκ(x,y) +κ2vκ(x,y) = 0 for allx∈Ωε


and we obtain
 I =





R3


vκ(x,y)


∆ϕ(x) +κ2ϕ(x)


dx= lim


ε→0+





Ωε


vκ(x,y)


∆ϕ(x) +κ2ϕ(x)
 dx


= lim


ε→0+





Ωε


vκ(x,y)


∆ϕ(x) +κ2ϕ(x)


−


∆xvκ(x,y) +κ2vκ(x,y)
 ϕ(x)


  


=0


dx


= lim


ε→0+





Ωε


vκ(x,y)∆ϕ(x)−∆xvκ(x,y)ϕ(x) dx.


Using the second Green’s identity (1.8) and the fact that ϕ= ∂ϕ∂n = 0 on∂Ω we have
 I = lim


ε→0+





∂Bε(y)


∂ϕ


∂n(x)vκ(x,y) dx


  


=:I1


− lim


ε→0+





∂Bε(y)


∂vκ


∂nx(x,y)ϕ(x) dx


  


=:I2


.


To evaluate the integrals I1 andI2 we parametrize the sphere∂Bε(y) using (2.6) with
 r=ε. Because for x∈∂Bε(y) we have∥x−y∥=ε, we obtain


I1= 1
 4π


 2π
 0


 π


2


−π2


eiκε
 ε


∂ϕ


∂n


y+ε(cosϑcosψ,sinϑcosψ,sinψ)


ε2cosψdψdϑ


= 1
 4πεeiκε


 2π
 0


 π


2


−π2


∂ϕ


∂n


y+ε(cosϑcosψ,sinϑcosψ,sinψ)


cosψdψdϑ.


Becauseϕ∈C0∞(R3)and


ε→0lim+


εeiκε = 0,
 we obtain for the first integral


ε→0lim+I1 = 0.


To evaluate I2 we first have to express the normal derivative ∂n∂vκ


x = ⟨∇xvκ,n⟩ on


∂Bε(y). For the gradient ofvκ we get


∇xvκ(x,y) = 1


4πeiκ∥x−y∥iκ∥x−y∥ −1


∥x−y∥3 (x−y),
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