

  
    
            
        
      
      
        
          
        

        
          
            
          
        
        
          
            
              
                
              
            

            
              
                
                  Nedávno hledané
                

              

                
                  
                      
                      
                        
                      
                  

                
              
                Nebyly nalezeny žádné výsledky
              

            

          

          
            
              

                
              
            

            
              
                Tags
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Nebyly nalezeny žádné výsledky
              

            

          

          
            
              
                
              
            

            
              
                Dokument
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Nebyly nalezeny žádné výsledky
              

            

          

        

      

    

    
      
        
          
        
      
              

                        
  
  

                
            
            
        
        Čeština
                  

                        
  

                Nahrát
                        
          
            
            
              
                Domovská stránka
                
                  
                
              
              
                Školy
                
                  
                
              
              
                Témy
                
                  
                
              
            

          

        


        
          Přihlášení
        
        
        
        
        
          

  





  
    
      
      	
            
              
              
            
            Odstranit
          
	
            
              
              
            
          
	
            
              
                
              
              
            
          
	
          

        
	Nebyly nalezeny žádné výsledky


      
        
          
        
      
    

  







  
      
  
    
    	
                                    
              Domovská stránka
            
            




	
                          
                
              
                        
              Další
            
            


      
                  inequality and fixed point problems
      

      
        
          
            
              
                
              
            
            
            
              
                Podíl "inequality and fixed point problems"

                
                  
                    
                  
                  
                    
                  
                  
                    
                  
                  
                    
                  
                

                
                  

                  
                    COPY
                  
                

              

            

          

          
            
              

                
              
            
          

        

      

    

    
      
        
          
            
              
            
                          
                N/A
              
                      


          
            
              
            
                          
                N/A
              
                      

        

        
                      
              
                
              
                               Protected
                          

                    
            
              
            
            
              Akademický rok: 
                2022
              
            

          

        

        
          
            
            
                
                    
                
                Info
                
                

            
            

            

                        
  

                
        Stáhnout
          
              

          
            
              
                
                Protected

              

              
                
                
                  Academic year: 2022
                

              

            

            
              
                
                  
                
                
                
                  
                    Podíl "inequality and fixed point problems"

                    
                      
                        
                      
                      
                        
                      
                      
                        
                      
                      
                        
                      
                    

                    
                      

                      
                        
                      
                    

                    Copied!

                  

                

              

              
                
                  
                
              

            

            
              
                
                22
              

              
                
                0
              

              
                
                0
              

            

          

        

      

      
        
                              
            
            22
          

          
            
            0
          

          
            
            0
          

        

      

    

  



  
        
                    
  
    
    
      
        Načítání....
        (zobrazit plný text nyní)
      

      
        
      

      
      

    

  




  
      

                    Zobrazit více (   Stránka )
        
  


  
      

                    Stáhnout nyní ( 22 Stránka )
      



      
            
  
    Fulltext

    
      (1)Research Article



A viscosity of Ces` aro mean approximation method for split generalized equilibrium, variational



inequality and fixed point problems


Jitsupa Deephoa,b, Juan Mart´ınez-Morenob, Poom Kumama,c,∗


aDepartment of Mathematics, Faculty of Science, King Mongkut’s University of Technology Thonburi (KMUTT), 126 Pracha Uthit
 Rd., Bang Mod, Thrung Khru, Bangkok 10140, Thailand.


bDepartment of Mathematics, Faculty of Science, University of Ja´en, Campus Las Lagunillas, s/n, 23071 Ja´en, Spain.


cTheoretical and Computational Science Center (TaCS), Science Laboratory Building, Faculty of Science King Mongkuts University
 of Technology Thonburi (KMUTT), 126 Pracha Uthit Road, Bang Mod, Thung Khru, Bangkok 10140, Thailand.


Communicated by Y. J. Cho


Abstract


In this paper, we introduce and study an iterative viscosity approximation method by modified Ces`aro
 mean approximation for finding a common solution of split generalized equilibrium, variational inequality and
 fixed point problems. Under suitable conditions, we prove a strong convergence theorem for the sequences
 generated by the proposed iterative scheme. The results presented in this paper generalize, extend and
 improve the corresponding results of Shimizu and Takahashi [K. Shimoji, W. Takahashi, Taiwanese J.


Math.,5 (2001), 387–404]. c2016 All rights reserved.
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1. Introduction


LetH1 and H2 be real Hilbert spaces with inner producth·,·iand normk · k. LetC andQbe nonempty
 closed convex subsets ofH1 and H2, respectively. Let{xn}be a sequence in H1, thenxn→x (respectively,
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(2)xn * x) will denote strong (respectively, weak) convergence of the sequence {xn}. A mappingT :C →C
 is called nonexpansive ifkT x−T yk ≤ kx−yk, ∀x, y∈C.


The fixed point problem (FPP) for the mapping T is to findx∈C such that


T x=x. (1.1)


We denote F ix(T) :={x∈C:T x=x}, the set of solutions of FPP.


Assumed throughout the paper that T is a nonexpansive mapping such that F ix(T)6=∅. Recall that a
 self-mappingf :C → C is a contraction onC if there exists a constant α ∈(0,1) and x, y∈ C such that
 kf(x)−f(y)k ≤αkx−yk.


Given a nonlinear mapping A:C→H1. Then thevariational inequality problem (VIP) is to findx∈C
 such that


hAx, y−xi ≤0, ∀y∈C. (1.2)
 The solution of VIP (1.2) is denoted by V I(C, A). It is well known that if A is strongly monotone and
 Lipschitz continuous mapping on C then VIP (1.2) has a unique solution. There are several different
 approaches towards solving this problem in finite dimensional and infinite dimensional spaces see [6, 7, 8,
 14, 16, 20, 31, 35, 40] and the research in this direction is intensively continued.


Variational inequality theory has emerged as an important tool in studying a wide class of obstacle,
 unilateral and equilibrium problems, which arise in several branches of pure and applied sciences in a unified
 and general framework. Several numerical methods have been developed for solving variational inequalities
 and related optimization problems, see, e.g., [1, 13, 18] and the references therein.


For finding a common element ofF ix(T)∩V I(C, A), Takahashi and Toyoda [34] introduced the following
 iterative scheme:


 x0 chosen arbitrary,


xn+1=αnxn+ (1−αn)T PC(xn−λnAxn),∀n≥0, (1.3)
 where A is an ρ-inverse-strongly monotone, {αn} is a sequence in (0,1) and {λn} is a sequence in (0,2ρ).


They showed that if F ix(T)∩V I(C, A)6=∅, then the sequence {xn} generated by (1.3) converges weakly
 toz0 ∈F ix(T)∩V I(C, A).


On the other hand, for solving the variational inequality problem in the finite-dimensional Euclidean
 spaceRn, Korpelevich [18] introduced the following so-calledKorpelevich’s extragradient method and which
 generates a sequence{xn} via the recursion;


 yn=PC(xn−λAxn),


xn+1=PC(xn−λAyn), n≥0, (1.4)


wherePC is the metric projection fromRn ontoC, A:C →H1 is a monotone operator andλis a constant.


Korpelevich [18] prove that the sequence{xn}converges strongly to a solution of V I(C, A).


In this paper, we will present article, our main purpose is to study the split problem. First, we recall
 some background in the literature.


Problem 1: the split feasibility problem (SFP)


LetC andQbe two nonempty closed convex subsets of real Hilbert spacesH1 and H2, respectively and
 A:H1 → H2 be a bounded linear operator. The split feasibility problem (SFP) is formulated as finding a
 point


x∗∈C such that Ax∗ ∈Q, (1.5)


which was first introduced by Censor and Elfving [9] in medical image reconstruction.


A special case of the SFP is theconvexly constrained linear inverse problem (CLIP) in a finite dimensional
 real Hilbert space [12]:


find x∗∈C such thatAx∗ =b, (1.6)



(3)where C is a nonempty closed convex subset of a real Hilbert space H1 and b is a given element of a real
 Hilbert spaceH2, which has extensively been investigated by using the Landweber iterative method [19]:


xn+1=xn+γAT(b−Axn), n∈N.


Assume that the SFP (1.5) is consistent (i.e., (1.5) has a solution), it is not hard to see that x∗ ∈ C
 solves (1.5) if and only if it solves the followingfixed point equation;


x∗=PC(I− γA∗(I−PQ)A)x∗, x∗ ∈C, (1.7)
 wherePC andPQare the (Orthogonal) projections ontoCandQ, respectively,γ >0 is any positive constant
 andA∗ denotes the adjoint ofA. Moreover, for sufficiently smallγ >0, the operatorPC(I− γA∗(I−PQ)A)
 which defines the fixed point equation in (1.7) is nonexpansive.


An iterative method for solving the SFP, called the CQalgorithm, has the following iterative step:


xk+1=PC(xk+γAT(PQ−I)Axk). (1.8)
 The operator


T =PC(I−γAT(I−PQ)A), (1.9)


is averaged wheneverγ ∈(0,L2) withLbeing the largest eigenvalue of the matrixATA(T stands for matrix
 transposition), and so the CQalgorithm converges to a fixed point ofT, whenever such fixed points exist.


When the SFP has a solution, the CQ algorithm converges to a solution; when it does not, the CQ
 algorithm converges to a minimizer, overC, of the proximity functiong(x) =kPQAx−Axk, whenever such
 minimizer exists. The functiong(x) is convex and according to [2], its gradient is


∇g(x) =AT(I−PQ)Ax. (1.10)
 Problem 2: the split equilibrium problem (SEP)


.


In 2011, Moudafi [25] introduced the following split equilibrium problem (SEP):


LetF1 :C×C→RandF2 :Q×Q→Rbe nonlinear bifunctions andA:H1 →H2 be a bounded linear
 operator, then thesplit equilibrium problem (SEP) is to find x∗ ∈C such that


F1(x∗, x)≥0, ∀x∈C, (1.11)


and such that


y∗ =Ax∗ ∈Q solves F2(y∗, y)≥0, ∀y∈Q. (1.12)
 When looked separately, (1.11) is the classical equilibrium problem (EP) and we denoted its solution set
 by EP(F1). The SEP (1.11) and (1.12) constitutes a pair of equilibrium problems which have to be solved
 so that the imagey∗ =Ax∗ under a given bounded linear operatorA, of the solutionx∗ of the EP (1.11) in
 H1 is the solution of another EP (1.12) by EP(F2).


The solution set SEP (1.11) and (1.12) is denoted by Θ ={x∗∈EP(F1) :Ax∗ ∈EP(F2)}.


Problem 3: the split generalized equilibrium problem (SGEP)
 .


In 2013, Kazmi and Rivi [17] consider the split generalized equilibrium problem (SGEP):


LetF1, h1 :C×C→RandF2, h2 :Q×Q→Rbe nonlinear bifunctions andA:H1 →H2be a bounded
 linear operator, then thesplit generalized equilibrium problem (SGEP) is to findx∗∈C such that


F1(x∗, x) +h1(x∗, x)≥0, ∀x∈C, (1.13)



(4)and such that


y∗ =Ax∗ ∈Q solves F2(y∗, y) +h2(y∗, y)≥0, ∀y ∈Q. (1.14)
 They denoted the solution set of generalized equilibrium problem (GEP) (1.13) and GEP (1.14) by
 GEP(F1, h1) and GEP(F2, h2), respectively. The solution set of SGEP (1.13)-(1.14) is denoted by Γ =
 {x∗ ∈GEP(F1, h1) :Ax∗ ∈GEP(F2, h2)}.


Ifh1= 0 and h2 = 0, then SGEP (1.13)-(1.14) reduces to SEP (1.11)-(1.12). Ifh2 = 0 andF2 = 0, then
 SGEP (1.13)-(1.14) reduces to the equilibrium problem considered by Cianciaruso et al. [10].


In 1975, Baillon [3] proved the first non-linear ergodic theorem.


Theorem 1.1 (Baillons ergodic theorem). Suppose that C is a nonempty closed convex subset of Hilbert
 spaceH1 and T :C →C is nonexpansive mapping such that F ix(T)6=∅ then ∀x∈C, the Ces`aro mean


Tnx= 1
 n+ 1


n


X


i=0


Tix, (1.15)


weakly converges to a fixed point ofT.


In 1997, Shimizu and Takahashi [29] studied the convergence of an iteration process sequence{xn}for a
 family of nonexpansive mappings in the framework of a real Hilbert space. They restate the sequence{xn}
 as follows:


xn+1=αnx+ (1−αn) 1
 n+ 1


n


X


j=0


Tjxn, for n= 0,1,2, . . . , (1.16)
 wherex0andxare all elements ofCandαnis an appropriate point in [0,1]. They proved thatxnconverges
 strongly to an element of fixed point ofT which is the nearest tox.


In 2000, for T a nonexpansive self-mapping with F ix(T) 6= ∅ and f a fixed contractive self-mapping,
 Moudafi [23] introduced the following viscosity approximations method forT:


xn+1 =αnf(x) + (1−αn)T xn, (1.17)
 and prove that{xn} converges to a fixed pointp ofT in a Hilbert space.


On the other hand, iterative methods for nonexpansive mappings have recently been applied to solve
 convex minimization problems; see, e.g., [11, 36, 37] and the references therein. A typical problem is to
 minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on a real Hilbert
 space H:


minx∈C


1


2hAx, xi − hx, bi, (1.18)


whereC is the fixed point set of a nonexpansive mappingT on H1 and bis a given point inH1. AssumeA
 is strongly positive; that is, there is a constant ¯γ >0 with the property


hAx, xi ≤¯γkxk2, ∀x∈H1. (1.19)
 A typical problem is to minimize a quadratic function over the set of the fixed points of a nonexpansive
 mapping on a real Hilbert spaceH1:


x∈F ix(Tmin )


1


2hAx, xi −h(x), (1.20)


whereAis strongly positive linear bounded operator andhis a potential function forγf i.e., (h0(x) =γf(x)
 forx∈H1).


In [37] (see also [39]), it is proved that the sequence {xn} defined by the iterative method below, with
 the initial guessx0 ∈H chosen arbitrarily


xn+1 = (I −αnA)T xn+αnb, n≥0, (1.21)



(5)converges strongly to the unique solution of the minimization problem (1.18).


Using the viscosity approximation method, Xu [38], develops Moudafi [23] in both Hilbert and Banach
 spaces.


Theorem 1.2([38]). Let H1 be a Hilbert space,C a closed convex subset ofH1, T :C→C a nonexpansive
 mapping withF ix(T)6=∅, andf :C→C a contraction. Let {xn} be generated by


 x0 ∈C,


xn+1 = (1−αn)T xn+αnf(xn), n≥0, (1.22)
 where {αn} ⊂(0,1)satisfies:


(H1) αn→0;


(H2) P∞


n=0αn=∞;


(H3) eitherP∞


n=∞|αn+1−αn|<∞ or limn→∞(ααn+1


n ) = 1.


Then under the hypotheses(H1)−(H3), xn→x, where˜ x˜is the unique solution of the variational inequality
 h(I−f)˜x,x˜−xi ≤0, x∈F ix(T).


Marino and Xu [22], combine the iterative method (1.21) with the viscosity approximation method (1.22).


Theorem 1.3 ([22]). Let H1 be a real Hilbert space, A be a bounded operator on H1, T be a nonexpansive
 mapping on H1 and f : H1 → H1 be a contraction mapping. Assume that the set of fixed point of H1 is
 nonempty. Let {xn} be generated by


xn+1= (I−αnA)T xn+αnγf(xn), n≥0, (1.23)
 where {αn} is a sequence in (0,1) satisfying the following conditions:


(N1) αn→0;


(N2) P∞


n=0αn=∞;


(N3) eitherP∞


n=∞|αn+1−αn|<∞ or limn→∞(ααn+1


n ) = 1.


Then{xn} converges strongly to x˜ of T which solves the variational inequality:


h(A−γf)˜x,x˜−zi ≤0, z∈F ix(T).


Equivalently,PF ix(T)(I−A+γf)˜x= ˜x.


Inspired and motivated by Korpelevich [18], Kazmi and Rivi [17], Shimizu and Takahashi [29], and
 Marino and Xu [22], we introduce the general Ces`aro mean iterative method for a nonexpansive mapping
 in a real Hilbert space as follows:











un=Tr(Fn1,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn),
 yn=PC(un−λnBun),


xn+1=αnγf(xn) +βnxn+ ((1−βn)I−αnD)n+11 Pn


i=0Siyn, ∀n≥0,


(1.24)


under our conditions, we suggest and analyze an iterative method for approximating a common solution of
FPP (1.1), V I(C, B) (1.2) and SGEP (1.13)-(1.14). Furthermore, we prove that the sequences generated
by the iterative scheme converge strongly to a common solution of FPP (1.1), V I(C, B) (1.2) and SGEP
(1.13)-(1.14).



(6)2. Preliminaries


Let H1 be a real Hilbert space. Then


kx−yk2 =kxk2− kyk2−2hx−y, yi, (2.1)
 kx+yk2 ≤ kxk2+ 2hy, x+yi, (2.2)
 and


kλx+ (1−λ)yk2=λkxk2+ (1−λ)kyk2−λ(1−λ)kx−yk2, (2.3)
 for all x, y ∈ H1 and y ∈ [0,1]. It is also known that H1 satisfies the Opial’s condition [26], i.e., for any
 sequence {xn} ⊂H1 withxn* x, the inequality


lim inf


n→∞ kxn−xk<lim inf


n→∞ kxn−yk (2.4)


holds for every y∈H1 withx6=y. Hilbert spaceH1 satisfies the Kadee-Klee property [15] that is, for any
 sequence {xn}withxn* x andkxnk → kxktogether imply kxn−xk →0.


We recall some concepts and results which are needed in sequel. A mapping PC is said to be metric
 projection of H1 onto C if for every pointx∈H1, there exists a unique nearest point inC denoted by PCx
 such that


kx−PCxk ≤ kx−yk, ∀y∈C. (2.5)


It is well known that PC is a nonexpansive mapping and is characterized by the following property:


kPCx−PCyk2 ≤ hx−y, PCx−PCyi, ∀x, y∈H1. (2.6)
 Moreover,PCx is characterized by the following properties:


hx−PCx, y−PCxi ≤0, (2.7)


kx−yk2 ≥ kx−PCxk2+ky−PCxk2, ∀x∈H1, y ∈C, (2.8)
 and


k(x−y)−(PCx−PCy)k2≥ kx−yk2− kPCx−PCyk2, ∀x, y∈H1. (2.9)
 It is known that every nonexpansive operator T : H1 → H1 satisfies, for all (x, y) ∈ H1 ×H1, the
 inequality


h(x−T(x))−(y−T(y)), T(y)−T(x)i ≤ 1


2k(T(x)−x)−(T(y)−y)k2, (2.10)
 and therefore, we get, for all (x, y)∈H1×F ix(T),


hx−T(x), y−T(x)i ≤ 1


2kT(x)−xk2, (2.11)


(see, e.g., Theorem 3 in [32] and Theorem 1 in [30]).


Let B be a monotone mapping of C into H1. In the context of the variational inequality problem the
 characterization of projection (2.7) implies the following:


u∈V I(C, B)⇔u=PC(u−λBu), λ >0.


Lemma 2.1 ([21]). Let F :C×C →Rbe a bifunction satisfying the following assumptions:


(i) F(x, x)≥0,∀x∈C;


(ii) F is monotone, i.e., F(x, y) +F(y, x)≤0,∀x∈C;



(7)(iii) F is upper hemicontinuous, i.e., for each x, y, z∈C,
 lim sup


t→0


F(tz+ (1−t)x, y)≤F(x, y); (2.12)
 (iv) For eachx∈C fixed, the function y 7→F(x, y) is convex and lower semicontinuous;


let h:C×C→R such that
 (i) h(x, y)≥0,∀x∈C;


(ii) For each y∈C fixed, the function x→h(x, y) is upper semicontinuous;


(iii) For each x∈C fixed, the function y →h(x, y) is convex and lower semicontinuous;


and assume that for fixed r > 0 and z ∈ C, there exists a nonempty compact convex subset K of H1 and
 x∈C∩K such that


F(y, x) +h(y, x) +1


rhy−x, x−zi<0, ∀y ∈C\K. (2.13)
 The proof of the following lemma is similar to the proof of Lemma 2.13 in [21] and hence omitted.


Lemma 2.2. Assume that F1, h1 : C×C → R satisfy Lemma 2.1. Let r > 0 and x ∈ H1. Then, there
 exists z∈C such that


F1(z, y) +h1(z, y) +1


rhy−z, z−xi ≥0, ∀y∈C. (2.14)
 Lemma 2.3 ([9]). Assume that the bifunctions F1, h1:C×C→Rsatisfy Lemma 2.1 andh1 is monotone.


Forr >0 and for all x∈H1, define a mapping Tr(F1,h1) :H1 →C as follows:


Tr(F1,h1)(x) =
 


z∈C:F1(z, y) +h1(z, y) +1


rhy−z, z−xi ≥0, ∀y∈C
 


. (2.15)


Then, the following hold:


(1) Tr(F1,h1) is single-valued.


(2) Tr(F1,h1) is firmly nonexpansive, i.e.,


kTr(F1,h1)x−Tr(F1,h1)yk2 ≤ hTr(F1,h1)x−Tr(F1,h1)y, x−yi, ∀x, y∈H1. (2.16)
 (3) F ix(Tr(F1,h1)) =GEP(F1, h1).


(4) GEP(F1, h1) is compact and convex.


Further, assume that F2, h2 : Q×Q → R satisfy Lemma 2.1. For s > 0 and for all w ∈ H2, define a
 mappingTs(F2,h2):H2 →Qas follows:


Ts(F2,h2)(w) =
 


d∈Q:F2(d, e) +h2(d, e) +1


she−d, d−wi ≥0, ∀e∈Q
 


. (2.17)


Then, we easily observe thatTs(F2,h2)is single-valued and firmly nonexpansive,GEP(F2, h2, Q) is compact
 and convex, andF ix(Ts(F2,h2)) =GEP(F2, h2, Q), where GEP(F2, h2, Q) is the solution set of the following
 generalized equilibrium problem:


Find y∗∈Qsuch that F2(y∗, y) +h2(y∗, y)≥0,∀y∈Q.


We observe that GEP(F2, h2) ⊂ GEP(F2, h2, Q). Further, it is easy to prove that Γ is a closed and
convex set.



(8)Remark 2.4. Lemmas 2.2 and 2.3 are slight generalizations of Lemma 3.5 in [10] where the equilibrium
 condition F1(ˆx, x) =h1(ˆx, x) = 0 has been relaxed to F1(ˆx, x) ≥0 and h1(ˆx, x)≥0 for allx ∈C. Further,
 the monotonicity of h1 in Lemma 2.2 is not required.


Lemma 2.5 ([10]). Let F1 :C×C →R be a bifunction satisfying Lemma 2.1 hold and letTrF1 be defined
 as in Lemma 2.3 for r >0. Let x, y∈H1 and r1, r2 >0. Then


kTrF1


2 y−TrF11xk ≤ ky−xk+
 
 
 
 


r2−r1


r2
 
 
 
 


kTrF1


2 y−yk.


Lemma 2.6 ([22]). Assume A is a strongly positive linear bounded operator on Hilbert space H1 with
 coefficient ¯γ >0 and 0< ρ≤ kAk−1. Then, kI−ρAk ≤1−ρ¯γ.


Lemma 2.7([33]). Let{xn}and{zn}be bounded sequences in a Banach spaceXand let{βn}be a sequence
 in [0,1] with 0 <lim infn→∞βn ≤lim supn→∞βn <1. Suppose xn+1 = (1−βn)zn+βnxn for all integers
 n≥0 and lim supn→∞(kzn+1−znk − kxn+1−xnk)≤0.Then, limn→∞kzn−xnk= 0.


Lemma 2.8 ([27]). Let X be an inner product space. Then, for any x, y, z ∈ X and α, β, γ ∈ [0,1] with
 α+β+γ = 1,we have


kαx+βy+γzk2 =αkxk2+βkyk2+γkzk2−αβkx−yk2−αγkx−zk2−βγky−zk2.


Lemma 2.9 ([4]). Let C be a nonempty bounded closed convex subset of a uniformly convex Banach space
 E and T :C → C a nonexpansive mapping. For each x∈ C and the Ces`aro means Tnx = n+11 Pn


i=0Tix,
 thenlim supn→∞kTnx−T(Tnx)k= 0.


Lemma 2.10 ([38]). Assume {an} is a sequence of nonnegative real numbers such that
 an+1 ≤(1−αn)an+δn, n≥0,


where {αn} is a sequence in (0,1) and{δn} is a sequence in Rsuch that
 (i) P∞


n=1αn=∞,
 (ii) lim supn→∞ αδn


n ≤0 or P∞


n=1|δn|<∞. Then,limn→∞an= 0.


Lemma 2.11 ([26]). Each Hilbert spaceH1 satisfies the Opial condition that is, for any sequence{xn}with
 xn* x, the inequality lim infn→∞kxn−xk<lim infn→∞kxn−yk, holds for every y∈H withy6=x.


3. Main Result


Theorem 3.1. LetH1andH2 be two real Hilbert spaces andC ⊂H1andQ⊂H2be nonempty closed convex
 subsets ofH1 and H2, respectively. Let A:H1→H2 be a bounded linear operator. Let F1, h1 :C×C→R
 and F2, h2 : Q×Q → R satisfy Lemma 2.1; h1, h2 are monotone and F2 is upper semicontinuous. Let
 B be β-inverse-strongly monotone mapping from C into H1. Let f be a contraction of C into itself with
 coefficient α ∈(0,1) and let D be a strongly positive linear bounded operator on H1 with coefficient ¯γ >0
 and 0< γ < ¯γα. Let{Si}ni=1 be a sequence of nonexpansive mappings from C into itself such that


Ω :=∩ni=1F ix(Si)∩V I(C, B)∩Γ6=∅.


Let {xn},{yn} and {un} be sequences generated by x0 ∈C, un∈C and











un=Tr(Fn1,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn),
 yn=PC(un−λnBun),


xn+1=αnγf(xn) +βnxn+ ((1−βn)I −αnD)n+11 Pn


i=0Siyn, ∀n≥0,


(3.1)


where {αn},{βn} ⊂(0,1),{λn} ∈[a, b]⊂(0,2β) and {rn} ⊂(0,∞) and ξ ∈(0,L1), L is the spectral radius
of the operator A∗A and A∗ is the adjoint of A satisfying the following conditions:



(9)(C1) limn→∞αn= 0,P∞


n=0αn=∞;


(C2) 0<lim infn→∞βn≤lim supn→∞βn<1;


(C3) limn→∞|λn+1−λn|= 0;


(C4) lim infn→∞rn>0, limn→∞|rn+1−rn|= 0.


Then {xn} converges strongly to q ∈Ω, where q =PΩ(I −D+γf)(q), which is the unique solution of the
 variational inequality problem


h(D−γf)q, x−qi ≥0, ∀x∈Ω,
 or, equivalently,q is the unique solution to the minimization problem


minx∈Ω


1


2hDx, xi −h(x),


where h is a potential function for γf such thath0(x) =γf(x) for x∈H1.


Proof. From the condition (C1), we may assume without loss of generality thatαn≤(1−βn)kDk−1 for all
 n ∈ N. By Lemma 2.6, we know that if 0≤ ρ ≤ kDk−1, then kI−ρDk ≤ 1−ρ¯γ. We will assume that
 kI−Dk ≤1−¯γ. Since Dis a strongly positive linear bounded operator on H, we have


kDk= sup{|hDx, xi|:x∈H1,kxk= 1}.


Observe that


D


(1−βn)I −αnD
 x, x


E


= 1−βn−αnhDx, xi


≥1−βn−αnkDk


≥0,
 this show that (1−βn)I−αnDis positive. It follows that


k(1−βn)I−αnDk= sup
 (



 
 
 D


(1−βn)I−αnD
 x, x


E
 
 
 


:x∈H1,kxk= 1
 )


= sup
 n


1−βn−αnhDx, xi:x∈H1,kxk= 1
 o


≤1−βn−αn¯γ.


Since λn∈(0,2β) andB isβ-inverse-strongly monotone mapping. For anyx, y∈C, we have
 k(I−λnB)x−(I−λnB)yk2=k(x−y)−λn(Bx−By)k2


=kx−yk2−2λnhx−y, Bx−Byi+λ2nkBx−Byk2


≤ kx−yk2+λn(λn−2β)kBx−Byk2


≤ kx−yk2. (3.2)


It follows that k(I−λnB)x−(I−λnB)yk ≤ kx−yk, henceI −λnB is nonexpansive.


Step 1. We will show that{xn} is bounded.


Since x∗ ∈Ω, i.e., x∗ ∈Γ, and we havex∗=Tr(Fn1,h1)x∗ and Ax∗=Tr(Fn2,h2)Ax∗.
 We estimate


kun−x∗k2 =kTr(F1,h1)


n (xn+ξA∗(Tr(Fn2,h2)−I)Axn)−x∗k2



(10)=kTr(F1,h1)


n (xn+ξA∗(Tr(Fn2,h2)−I)Axn)−Tr(Fn1,h1)x∗k2


≤ kxn+ξA∗(Tr(Fn2,h2)−I)Axn−x∗k2


≤ kxn−x∗k2+ξ2kA∗(Tr(Fn2,h2)−I)Axnk2+ 2ξhxn−x∗, A∗(Tr(Fn2,h2)−I)Axni. (3.3)
 Thus, we have


kun−x∗k2 ≤ kxn−x∗k2+ξ2h(Tr(Fn2,h2)−I)Axn, AA∗(Tr(Fn2,h2)−I)Axni+2ξhxn−x∗, A∗(Tr(Fn2,h2)−I)Axni. (3.4)
 Now, we have


ξ2h(Tr(Fn2,h2)−I)Axn, AA∗(Tr(Fn2,h2)−I)Axni ≤ Lξ2h(Tr(Fn2,h2)−I)Axn,(Tr(Fn2,h2)−I)Axni


= Lξ2k(Tr(Fn2,h2)−I)Axnk2. (3.5)
 Denoting Λ := 2ξhxn−x∗, A∗(Tr(Fn2,h2)−I)Axni and using (2.11), we have


Λ = 2ξhxn−x∗, A∗(Tr(Fn2,h2)−I)Axni


= 2ξhA(xn−x∗),(Tr(Fn2,h2)−I)Axni


= 2ξhA(xn−x∗) + (Tr(Fn2,h2)−I)Axn−(Tr(Fn2,h2)−I)Axn,(Tr(Fn2,h2)−I)Axni


= 2ξ
 


hTr(Fn2,h2)Axn−Ax∗,(Tr(Fn2,h2)−I)Axni − k(Tr(Fn2,h2)−I)Axnk2
 


≤2ξ
 1


2k(Tr(Fn2,h2)−I)Axnk2− k(Tr(Fn2,h2)−I)Axnk2
 


≤ −ξk(Tr(F2,h2)


n −I)Axnk2. (3.6)


Using (3.4), (3.5) and (3.6), we obtain


kun−x∗k2 ≤ kxn−x∗k2+ξ(Lξ−1)k(Tr(Fn2,h2)−I)Axnk2. (3.7)
 Since ξ∈(0,L1), we obtain


kun−x∗k2 ≤ kxn−x∗k2. (3.8)


By the fact thatPC and I−λnB are nonexpansive and x∗ =PC(x∗−λnBx∗), then we get
 kyn−x∗k=kPC(un−λnBun)−x∗k


≤ kPC(un−λnBun)−PC(x∗−λnBx∗)k


≤ k(I−λnB)un−(I−λnB)x∗k


≤ kun−x∗k


≤ kxn−x∗k. (3.9)


LetSn= n+11 Pn


i=0Si, it follows that
 kSnx−Snyk=



 
 


1
 n+ 1


n


X


i=0


Six− 1
 n+ 1


n


X


i=0


Siy
 
 
 


≤ 1
 n+ 1


n


X


i=0


kSix−Siyk


≤ 1
 n+ 1


n


X


i=0


kx−yk


= n+ 1


n+ 1kx−yk=kx−yk,



(11)which implies that Sn is nonexpansive. Sincex∗ ∈Ω,we have
 Snx∗= 1


n+ 1


n


X


i=0


Six∗= 1
 n+ 1


n


X


i=0


x∗=x∗,∀x, y∈C.


By (3.9),we have


kxn+1−x∗k=kαn(γf(xn)−Dx∗) +βn(xn−x∗) + ((1−βn)I−αnD)


×(Snyn−x∗)k


≤αnkγf(xn)−Dx∗k+βnkxn−x∗k+ (1−βn−αn¯γ)kyn−x∗k


≤αnkγf(xn)−Dx∗k+βnkxn−x∗k+ (1−βn−αn¯γ)kxn−x∗k


≤αnγkf(xn)−f(x∗)k+αnkγf(x∗)−Dx∗k+ (1−αnγ¯)kxn−x∗k


≤αnγαkxn−x∗k+αnkγf(x∗)−Dx∗k+ (1−αn¯γ)kxn−x∗k


= (1−αn(¯γ−γα))kxn−x∗k+αn(¯γ−γα)kγf(x∗)−Dx∗k
 (¯γ−γα)


≤max
 n


kxn−x∗k,kγf(x∗)−Dx∗k
 (¯γ−γα)


o
 .


It follows from induction that


kxn+1−x∗k ≤maxn


kx0−x∗k,kγf(x∗)−Dx∗k
 (¯γ−γα)


o
 .
 Hence,{xn} is bounded, so are{un},{yn} and{Snyn}.


Step 2. We will show that limn→∞kxn+1−xnk= 0.


Since Tr(Fn+11,h1) and Tr(Fn+12,h2) both are firmly nonexpansive, for ξ ∈ (0,L1), the mapping Tr(Fn+11,h1)(I +
 ξA∗(Tr(Fn+12,h2)−I)A) is nonexpansive, see [5, 24]. Further, since un = Tr(Fn1,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn)
 and un+1=Tr(Fn+11,h1)(xn+1+ξA∗(Tr(Fn+12,h2)−I)Axn+1), it follows from Lemma 2.5 that


kun+1−unk ≤ kTr(F1,h1)


n+1 (xn+1+ξA∗(Tr(Fn+12,h2)−I)Axn+1)−Tr(Fn+11,h1)(xn+ξA∗(Tr(Fn+12,h2)−I)Axn)k
 +kTr(F1,h1)


n+1 (xn+ξA∗(Tr(Fn+12,h2)−I)Axn)−Tr(Fn1,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn)k


≤ kxn+1−xnk+k(xn+ξA∗(Tr(Fn+12,h2)−I)Axn)−(xn+ξA∗(Tr(Fn2,h2)−I)Axn)k
 +



 
 
 


1− rn
 rn+1



 
 
 


kTr(F1,h1)


n+1 (xn+ξA∗(Tr(Fn2,h2)−I)Axn)−(xn+ξA∗(Tr(Fn+12,h2)−I)Axn)k


≤ kxn+1−xnk+ξkAkkTr(F2,h2)


n+1 Axn−Tr(Fn2,h2)Axnk+ςn


≤ kxn+1−xnk+ξkAk
 
 
 
 


1− rn
 rn+1



 
 
 


kTr(F2,h2)


n+1 Axn−Axnk+ςn


=kxn+1−xnk+ξkAkσn+ςn,


(3.10)


where


σn:=



 
 
 


1− rn


rn+1



 
 
 


kTr(Fn2,h2)Axn−Axnk
 and


ςn:=



 
 
 


1− rn


rn+1



 
 
 


kTr(Fn+11,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn)−(xn+ξA∗(Tr(Fn+12,h2)−I)Axn)k.


On the other hand, it follows that


kyn+1−ynk=kPC(un+1−λn+1Dun+1)−PC(un−λnDun)k



(12)≤ k(un+1−λn+1Dun+1)−(un−λnDun)k


=k(un+1−un)−λn+1(Dun+1−Dun) + (λn+1−λn)Dunk


≤ k(un+1−un)−λn+1(Dun+1−Dun)k+|λn+1−λn|kDunk


≤ kun+1−unk+|λn+1−λn|kDunk. (3.11)


So from (3.10) and (3.11), we get


kyn+1−ynk ≤ kxn+1−xnk+ξkAkσn+ςn+|λn+1−λn|kDunk. (3.12)
 We compute that


kSn+1yn+1−Snynk ≤kSn+1yn+1−Sn+1ynk+kSn+1yn−Snynk


≤kyn+1−ynk+
 
 
 


1
 n+ 2


n+1


X


i=0


Siyn− 1
 n+ 1


n


X


i=0


Siyn
 
 
 


=kyn+1−ynk+
 
 
 


1
 n+ 2


n


X


i=0


Siyn+ 1


n+ 2Sn+1yn− 1
 n+ 1


n


X


i=0


Siyn
 
 
 


=kyn+1−ynk+
 
 


− 1
 (n+ 1)(n+ 2)


n


X


i=0


Siyn+ 1


n+ 2Sn+1yn



 
 


≤kyn+1−ynk+ 1
 (n+ 1)(n+ 2)


n


X


i=0


kSiynk+ 1


n+ 2kSn+1ynk


≤kyn+1−ynk+ 1
 (n+ 1)(n+ 2)


n


X


i=0


(kSiyn−Six∗k+kx∗k)


+ 1


n+ 2(kSn+1yn−Sn+1x∗k+kx∗k)


≤kyn+1−ynk+ 1
 (n+ 1)(n+ 2)


n


X


i=0


(kyn−x∗k+kx∗k)


+ 1


n+ 2(kyn−x∗k+kx∗k)


≤kyn+1−ynk+ n+ 1


(n+ 1)(n+ 2)(kyn−x∗k+kx∗k)


+ 1


n+ 2kyn−x∗k+ 1
 n+ 2kx∗k


=kyn+1−ynk+ 2


n+ 2kyn−x∗k+ 2
 n+ 2kx∗k


≤kxn+1−xnk+ξkAkσn+ςn+|λn+1−λn|kDunk


+ 2


n+ 2kyn−x∗k+ 2


n+ 2kx∗k.


Let xn+1= (1−βn)zn+βnxn,it follows that
 zn= xn+1−βnxn


1−βn


= αnγf(xn) + ((1−βn)I−αnD)Snyn


1−βn ,


and hence


kzn+1−znk=
 
 
 


αn+1γf(xn+1) + ((1−βn+1)I−αn+1D)Sn+1yn+1


1−βn+1



(13)−αnγf(xn) + ((1−βn)I−αnD)Snyn
 1−βn



 
 


=
 
 
 


αn+1γf(xn+1)
 1−βn+1


+ (1−βn+1)Sn+1yn+1
 1−βn+1


−αn+1DSn+1yn+1
 1−βn+1


−αnγf(xn)


1−βn −(1−βn)Snyn


1−βn + αnDSnyn


1−βn
 
 
 


=
 
 
 


αn+1


1−βn+1(γf(xn+1)−DSn+1yn+1)
 + αn


1−βn


(DSnyn−γf(xn)) +Sn+1yn+1−Snyn



 
 


≤ αn+1


1−βn+1kγf(xn+1)−DSn+1yn+1k
 + αn


1−βnkDSnyn−γf(xn)k+kSn+1yn+1−Snynk


≤ αn+1


1−βn+1


kγf(xn+1)−DSn+1yn+1k+ αn


1−βn


kDSnyn−γf(xn)k
 +kxn+1−xnk+ξkAkσn+ςn+|λn+1−λn|kDunk


+ 2


n+ 2kyn−x∗k+ 2


n+ 2kx∗k.


Therefore


kzn+1−znk − kxn+1−xnk ≤ αn+1


1−βn+1kγf(xn+1)−DSn+1yn+1k+ αn


1−βnkDSnyn−γf(xn)k
 +ξkAkσn+ςn+|λn+1−λn|kDunk+ 2


n+ 2kyn−x∗k+ 2


n+ 2kx∗k.


It follows fromn→ ∞ and the conditions (C1)-(C4), that
 lim sup


n→∞


(kzn+1−znk − kxn+1−xnk)≤0.


From Lemma 2.7, we obtain limn→∞kzn−xnk= 0 and also


n→∞lim kxn+1−xnk= lim


n→∞(1−βn)kzn−xnk= 0. (3.13)
 Step 3. We will show that limn→∞kun−xnk= 0.


For x∗ ∈Ω, x∗ =Tr(Fn1,h1)x∗ and Tr(Fn1,h1) is firmly nonexpansive, we obtain
 kun−x∗k2=kTr(Fn1,h1)(xn+ξA∗(Tr(Fn2,h2)−I)Axn)−x∗k2


=kTr(F1,h1)


n (xn+ξA∗(Tr(Fn2,h2)−I)Axn)−Tr(Fn1,h1)x∗k2


≤hun−x∗, xn+ξA∗(Tr(Fn2,h2)−I)Axn−x∗i


=1
 2





kun−x∗k2+kxn+ξA∗(Tr(Fn2,h2)−I)Axn−x∗k2


− k(un−x∗)−[xn+ξA∗(Tr(Fn2,h2)−I)Axn−x∗]k2
 


=1
 2





kun−x∗k2+kxn−x∗k2− kun−xn−ξA∗(Tr(Fn2,h2)−I)Axnk2
 


=1
 2





kun−x∗k2+kxn−x∗k2−[kun−xnk2+ξ2kA∗(Tr(Fn2,h2)−I)Axnk2


−2ξhun−xn, A∗(Tr(Fn2,h2)−I)Axni]



.
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