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Abstract


This thesis is concerned with stochastically optimal adaptive control strategies and their
 so-called active adaptive modifications, which represent computationally feasible approxi-
 mations of dual control. A control strategy is called stochastically optimal, if it optimally
 solves a given control problem defined for a stochastic system, i.e. a system, the behavior of
 which is described by the means of probability theory. The thesis is particularly concerned
 with analysis of the cautious control strategy. The term active adaptive then means, that
 the control strategy adapts to new information about the system and at the same time
 actively examines the system and aims to induce such response from the system that brings
 as much information as possible, while not violating the control performance more than
 allowable.


The first part of this thesis contains derivation and analysis of the cautious controller
 of a general ARMAX model with known MA part. A complete analysis of convergence of the
 associated cautious Riccati-like equation is presented, which is important when extending
 the control horizon to infinity to find a steady state controller. It is also shown that a finite
 steady state control law exists even in the case of divergence of the cautious Riccati-like
 equation. Because the results are formulated for an ARMAX model, they are applicable to
 a wide range of linear dynamical systems.


The second part of the thesis proposes novel active adaptive control algorithms. It
starts with a single-step algorithm for an ARX system based on cautious control. Extension
of this algorithm to multiple step is possible, but has not been studied because of the
inconvenient properties of cautious control derived in the first part of the thesis. Multiple
step adaptive active algorithms based on information matrix properties are presented next,
including the so-called ellipsoid algorithm that is studied in more detail. These algorithms
are based on a two-phase bicriterial approach, which means that an initial control is first
found using a classical control design method (MPC is usually used throughout the thesis)
and this control is afterwards altered to achieve active excitation. The thesis also presents
a conservative convexification of the ellipsoid algorithm that makes it solvable for higher
dimensional systems, where the original nonconvex algorithm becomes infeasible.



(6)
(7)
Abstrakt


Tato dizertaˇcn´ı pr´ace se zab´yv´a stochasticky optim´aln´ımi adaptivn´ımi strategiemi ˇr´ızen´ı
 a jejich takzvan´ymi aktivn´ımi adaptivn´ımi modifikacemi, jeˇz pˇredstavuj´ı spoˇcitateln´e apro-
 ximace du´aln´ıho ˇr´ızen´ı. Strategie ˇr´ızen´ı se naz´yv´a stochasticky optim´aln´ı, pokud optim´alnˇe
 ˇreˇs´ı dan´y probl´em ˇr´ızen´ı stochastick´eho syst´emu, tj. syst´emu, jehoˇz chov´an´ı je pops´ano po-
 moc´ı n´astroj˚u teorie pravdˇepodobnosti. Pr´ace se zejm´ena zab´yv´a anal´yzou opatrn´e strategie
 ˇr´ızen´ı. Pojem aktivn´ı adaptivn´ı potom znamen´a, ˇze se dan´a strategie ˇr´ızen´ı pˇrizp˚usobuje
 novˇe z´ıskan´ym informac´ım o syst´emu a z´aroveˇn syst´em aktivnˇe zkoum´a s c´ılem vyvolat
 v syst´emu takovou odezvu, kter´a poskytne co nejv´ıce informac´ı, aniˇz by bylo poruˇseno
 splnˇen´ı poˇzadavk˚u na ˇr´ızen´ı v´ıce, neˇz je pˇr´ıpustn´e.


Prvn´ı ˇc´ast pr´ace obsahuje odvozen´ı a anal´yzu opatrn´eho regul´atoru pro obecn´y
 ARMAX model se zn´amou MA ˇc´ast´ı. Uvedena je kompletn´ı anal´yza konvergence pˇridruˇzen´e
 opatrn´e Riccatiho rovnice, coˇz je d˚uleˇzit´e pro prodlouˇzen´ı horizontu ˇr´ızen´ı do nekoneˇcna
 a nalezen´ı ust´alen´eho regul´atoru. D´ale je uk´az´ano, ˇze koneˇcn´y ust´alen´y z´akon ˇr´ızen´ı existuje
 i v pˇr´ıpadˇe divergence opatrn´e Riccatiho rovnice. Jelikoˇz jsou v´ysledky formulov´any pro
 ARMAX model, jsou aplikovateln´e pro ˇsirokou tˇr´ıdu line´arn´ıch dynamick´ych syst´em˚u.


Ve druh´e ˇc´asti pr´ace jsou navrˇzeny nov´e aktivn´ı adaptivn´ı algoritmy ˇr´ızen´ı. Nej-
 prve je uveden jednokrokov´y algoritmus pro ARX syst´em zaloˇzen´y na opatrn´em ˇr´ızen´ı.


Moˇzn´e rozˇs´ıˇren´ı tohoto algoritmu na v´ıcekrokov´y je pops´ano, ale nebylo studov´ano kv˚uli
nevhodn´ym vlastnostem opatrn´eho ˇr´ızen´ı odvozen´ym v prvn´ı ˇc´asti pr´ace. D´ale jsou odvo-
zeny v´ıcekrokov´e aktivn´ı adaptivn´ı algoritmy zaloˇzen´e na vlastnostech informaˇcn´ı matice,
vˇcetnˇe takzvan´eho elipsoidov´eho algoritmu, kter´y je studov´an detailnˇeji. Tyto algoritmy jsou
zaloˇzen´e na dvouf´azov´em postupu, coˇz znamen´a, ˇze je nejprve klasickou metodou nalezeno
prvotn´ı ˇr´ızen´ı (v cel´e pr´aci se pouˇz´ıv´a pro tento ´uˇcel MPC), a toto ˇr´ızen´ı je n´aslednˇe upra-
veno tak, aby bylo dosaˇzeno aktivn´ıho vybuzen´ı. Pr´ace tak´e navrhuje konzervativn´ı konvexn´ı
modifikaci elipsoidov´eho algoritmu, kter´a umoˇzˇnuje jeho ˇreˇsen´ı i v pˇr´ıpadˇe syst´em˚u vyˇsˇs´ı
dimenze, kde p˚uvodn´ı algoritmus selh´av´a kv˚uli v´ypoˇcetn´ı n´aroˇcnosti.
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Chapter 1



Introduction


Various techniques and methods exist for designing control algorithms, from rather simple
 methods based on basic characteristics of the controlled system such as oscillation frequency
 or bandwidth, to methods exploiting advanced optimization techniques that use sophisti-
 cated system models. If the controller design relies on a model of the controlled system, the
 model quality and accuracy is an important factor influencing the performance of the re-
 sulting controller. The model can rarely describe the behavior of the system exactly. Many
 classical design methods such as pole placing or the classical linear quadratic (LQ) controller
 assume at the time of design that the model is exact and rely on inherent robustness of the
 design methods, i.e. on the ability of the controller to cope to a certain extent with different
 behavior of the controlled system.


Robustness of a controller can be analyzed by determining the nature and amount
 of uncertainty in the model (e.g. the gain and phase margin) that still does not significantly
 jeopardize the control objectives such as stability or overshoot. Methods also exist to include
 the assumed uncertainty of the model into the design process, thus developing a controller
 that is apriori robust to the modelled uncertainty. These methods include frequency domain
 based design using additive, multiplicative or even structured uncertainty models and finding
 the optimal controller viaH∞ or similar optimization techniques [54, 63].


The uncertainty in the model is not always caused only by inaccurate approxima-
 tion of the system. Even if the model is quite accurate at the time of design, the system
 behavior may change over time, which may lead to deteriorated performance. Methods of
 adaptive control aim to solving these problems by observing the system behavior, detecting
 its changes, improving the knowledge about the system and adapting the control algorithm
 accordingly. The use of adaptive methods is obviously not limited to control of time-variant
 systems, they may be as well convenient for designing self-tuning regulators that improve
 their performance with the use of the knowledge gained from observation.


Adaptive methods may be divided into two groups – methods that use identifica-
tion to improve the model and then adapt the control algorithm based on the new model
(indirect methods), and methods that directly adapt the algorithm without identification



(12)(direct methods). The former adaptive methods must therefore also include identification
 algorithms that make the adaptation possible.


This thesis is concerned with stochastically optimal control strategies and their so-
 called active adaptive modifications. A control strategy is called stochastically optimal, if
 it optimally solves a given control problem defined for a stochastic system, i.e. a system
 the behavior of which is described by the means of probability theory. These strategies
 naturally use discrete-time-domain models described by some parameters that are considered
 uncertain (or unknown) and the goal of the adaptation process is to identify these parameters
 with a sufficient accuracy. The termactive then means, that the control strategy actively
 examines the system and aims to induce such response from the system that brings as much
 information about parameters as possible, while not violating the control performance more
 than allowable.


The goal of the thesis is to examine existing stochastically optimal control strategies
 and to propose new active adaptive strategies in time domain as computationally feasible
 approximations of dual control. These strategies should be designed for linear discrete-time
 system models with uncertain parameters, preferably the ARMAX model. The next goal
 of the thesis is to analyze properties of cautious control. Although cautious control plays
 an important role among stochastic control strategies, the goal is to show, that it uses
 an unrealistic uncertainty model and that the interpretation of its results is problematic,
 especially when trying to extend the problem to an infinite control horizon. Attention is
 therefore particularly given to analyzing the limit behavior of the cautious linear quadratic
 controller, including its convergence to a limit solution and the closed loop stability of this
 solution, and consequently also the use of cautious control as a basis for developing the
 active adaptive strategies.


Some of the problems addressed in the thesis, such as cautious or dual control, were
 defined in the 60’ and 70’ of the 20th century. The concept of dual control and cautiousness
 comes from [17, 18] and was further developed in [7, 8, 42] and [43]. The term active adaptive
 control appeared in [56] and [57]. The problems of controlling an uncertain system, modeling
 the uncertainty and improving the knowledge about the system are, however, still intensively
 studied, as for example in the books [10, 19] or more recent publications [26, 33] or [15] and
 [16].


The next sections of this chapter are concerned with definitions of terminology used
 in this thesis. We will not use formal mathematical definitions in this section, as the goal
 is not to define these commonly used objects properly, but rather to put them in the right
 context and explain their usage. We will particularly focus on time-domain uncertainty
 modelling and on stochastically optimal control strategies based on these uncertainty models.



1.1 Time-domain system models


The use of probabilistic methods in uncertainty description in time-domain models is usual,
 however, there may be various sources of uncertainty in the system description and the
 use of probabilistic methods should be considered carefully. Therefore we will first present


2
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Figure 1.1: Asynchronous sampling of a continuous system with sampling intervalTs. The control
 law computation indicated by the arrows takes place within the time interval Tc. First, the state
 estimate is calculated using the output measurement. The control input is then generated according
 to the control lawu∗k=µ∗k(xk).


a general analysis of uncertainty modelling. It is important to emphasize, that we are
 considering discrete-time systems according to the Figure 1.1 throughout the thesis. The
 figure shows, how a deterministic system is created by asynchronous sampling of a continuous
 system, i.e. the input and output of such system are sampled at different time instants. One
 consequence is, that we always assume a direct influence of inputuk on outputyk. Second
 consequence of this assumption is that when estimatingxk+1from information includingyk,
 theyk is sampled short beforexk+1 and therefore contains more information than if it were
 sampled at the same instant asuk. This information is expressed by correlation between the
 output noise and the process noise in the stochastic system description later in the chapter.



1.1.1 Deterministic system


A deterministic discrete-time systemis described by the equations


xk+1 = f(θk, xk, uk), (1.1)


yk = g(θk, xk, uk),


where, as usual, uk, yk and xk denote the system input, output and state, respectively.


The variableθk represents dependence of the functionf on some parameters, which may be
 generally time varying. An example of such system is a deterministic discrete-time linear
 system


xk+1 = Akxk+Bkuk, (1.2)


yk = Ckxk+Dkuk,



(14)whereAk,Bk,Ck andDk are (generally time-varying) matrices of appropriate dimensions,
 which are parametrized byθk.



1.1.2 Stochastic system


Astochasticdiscrete-time system is a system, where the state transition cannot be described
 by a deterministic function, but rather by a probability distribution. We will use a condi-
 tional probability density function (c.p.d.f.) to describe the joint distribution ofxk+1 and
 yk and their dependence onxk,uk andθk, i.e.


p(yk, xk+1|θk, xk, uk). (1.3)
 The reason why we use the joint c.p.d.f. is that due to the sampling scheme depicted
 in Figure 1.1, the output yk and state xk+1 are not conditionally independent. In some
 situation, it is useful to work with the marginals of the joint distribution (1.3), i.e.


p(xk+1|θk, xk, uk)
 for the state and similarly for the system output


p(yk|θk, xk, uk).


However note, that for the evaluation of the control lawu∗k+1=µ∗k+1(xk+1), the full infor-
 mation about the statexk+1is represented by the c.p.d.fp(xk+1|θk, xk, uk, yk), as indicated
 by Figure 1.1.


Stochastic systems usually model random influences on systems that are not directly
 explained by the system. These influences may include unmeasurable input noises of various
 sources like temperature, air pressure or surface unevenness as well as sensor measurement
 noise and other influences. The use of probability distributions to describe these effects
 is justified by their usually random and unpredicable nature. An example of a stochastic
 system is a linear stochastic system


xk+1 = Akxk+Bkuk+vk, (1.4)
 yk = Ckxk+Dkuk+ek,


wherevk is theprocess noisewhich models disturbances affecting the state dynamics, andek


is themeasurement noise that models the disturbances affecting the measurement process.


These random variables are usually considered to be white gaussian sequences, i.e.


ek


vk





∼ N
 0


0
 


;


Q S
 ST R



 .


The matrixS is generally nonzero due to the assumed correlation between the process and
 measurement noise.


We will now introduce some properties of stochastic systems that we assume further.


Let us first define thedata set Dk as


Dk ={u0, . . . , uk, y0, . . . , yk}. (1.5)
4



(15)The state of a stochastic system was defined in [45] as such quantity, that satisfies thestate
 property


p(yk, xk+1|θ, xk, uk,Dk−1) =p(yk, xk+1|θ, xk, uk),


i.e. the data setDk−1 cannot improve the information about yk and xk+1 if the state xk


is known. The state thus contains all information aboutyk andxk+1 that is present in the
 data setDk−1. Thenatural condition of control introduced by [45] states that


p(xk|θ, uk,Dk−1) =p(xk|θ,Dk−1),


which says that the information about the statexkcannot be improved by adding the control
 uk to the information inDk−1. This holds if the controluk depends only onDk−1.



1.1.3 Perfect and imperfect state information


The c.p.d.f. (1.3) depends onxk andθk. If both xk andθk are known at time k, then the
 c.p.d.f. (1.3) can be directly used for modelling the system behavior. In such situation we
 say that we have aperfect state information and the system has nouncertain parameters.


Let us now assume that the statexkis unknown at timekand we only have the information
 about inputs and outputs, i.e. at timekwe know the data setDk and the inputuk. Let us
 also assume that the parameters are known and constant, i.e. θk =θ. With this knowledge,
 we can use the c.p.d.f. (1.3) to express


p(yk, xk+1|θ, uk,Dk−1) =
 Z


p(yk, xk+1|θ, xk, uk)p(xk|θ,Dk−1) dxk, (1.6)
 where we used the state property and the natural conditions of control introduced above.


The expressions on the right-hand side of (1.6) are the model (1.3) and the c.p.d.f.


p(xk|θ,Dk−1) that is called the state estimate. For a linear system (1.4), such c.p.d.f. is
 calculated by a Kalman filter and it is a p.d.f. of the normal distributionN(ˆxk, Px,k).


We can use (1.6) for two purposes. One is to predictyk and xk+1 in an open loop,
 based on the dataDk−1and inputuk, which can be done either jointly, using directly (1.6),
 or marginally, for example as


p(xk+1|θ, uk,Dk−1) =
 Z


p(yk, xk+1|θ, uk,Dk−1) dyk,


which is used whenxk+1 must be predicted prior to measuringyk. The second purpose is
 to express the update of the Kalman filter, i.e. the transition


p(xk|θ,Dk−1)→p(xk+1|θ,Dk),
 which can be done formally as


p(xk+1|θ,Dk) = p(yk, xk+1|θ, uk,Dk−1)
 R p(yk, xk+1|θ, uk,Dk−1) dxk+1


. (1.7)


The Kalman filter prediction is a closed loop prediction, as it also uses the outputyk.



(16)Note 1.1. The assumptionθk=θwas made for simplicity of notation. However,
 we could easily work with time-varying parametersθk similarly as with the data,
 by defining aparameter history set


Θk={θ0, . . . , θk}


and conditioning by this set instead of byθ. The derivation would then be analo-
 gous to the presented one, adding the assumption


p(xk|Θk,Dk−1) =p(xk|Θk−1,Dk−1),


which says that the current parameter cannot influence the estimation of the cur-
 rent state.


Note 1.2. If the parameters are known, they are usually omitted from the con-
 dition of c.p.d.f.’s and their influence is assumed to be implicitly given by the
 functionp, e.g.


p(xk+1|θk, xk, uk) =pθk(xk+1|xk, uk) =pk(xk+1|xk, uk).


However, we keep the parameters in the condition, because it allows us to naturally
 proceed to the uncertain parameter case.


.



1.1.4 Uncertain parameters


If the parameters of the model are unknown, we speak about a model with uncertain pa-
 rameters. The concept of uncertain parameters is used to describe those systems, models
 of which have a given structure, parametrized by a parameter vector θ. For example, the
 structure of the given system can be a stable linear first order system with gain 1 with an
 unknown time constantτas a parameter. The parameters can be constant or time-varying,
 in which case we also need some model of parameter development. Similarly to the noise (or
 disturbance) in stochastic systems, uncertain parameters are a way to include a specific kind
 of uncertainty in the model. Unlike the inherently stochastic nature of noise (disturbance),
 the uncertain parameters do not model unpredicable events or random dynamics, but they
 express subjective knowledge about the system at the time of controller design. This lack
 of knowledge is often described by bayesian probabilistic methods, because the probability
 theory is a useful tool for uncertainty description. However, we should keep in mind that
 the parameters are not really random, but only the knowledge about them is modelled in
 such way. Therefore we should also be careful when interpreting the results of some control
 strategies, where the stochastic modelling of parameters plays a central role, like for example
 the cautious control.


Depending on the situation we need to model, we can have both deterministic and
 stochastic systems with uncertain parameters, both with perfect and imperfect state infor-
 mation. However, it is mostly assumed, that systems with uncertain parameters are also
 stochastic in the sense of Definition (1.3) and that we do not have perfect state information.


We will also assume that the parameters are constant, i.e. θk =θ, or slowly time-varying.


6



(17)Note 1.3. Similarly to Note 1.1, we could also introduce time-varying parameters
 θk. This time, however, we would have to define the joint c.p.d.f.


p(yk, xk+1, θk+1|θk, xk, uk)


and then proceed analogously, treating the parameter vector similarly as the state.


Involving time-varying parameter model leads to increasing the parameter uncer-
 tainty by a certain level. For example, assuming a random walk model of param-
 eter development,θk+1 =θk+νk, leads to a constant matrixVk =varνk being
 added to the parameter variance matrix in each step of the estimation algorithm,
 i.e. Pk+1=Pk+Vk. However, the time-varying parameter model is usually not
 available and thus cannot be used directly in estimation algorithms. The lack of
 this knowledge is then solved by introducing some heuristic methods for increas-
 ing uncertainty, called forgetting, that keep the uncertainty above a certain level.


Forgetting is important, if the estimation algorithm should react on parameter
 changes – one consequence of the constant parameter assumption is that the un-
 certainty is only decreasing and after some time the uncertainty is already low
 enough and new data has little or no impact on the parameter estimate. Forget-
 ting forces the uncertainty to increase and thus also the algorithm to take the new
 data into account. We will however use constant parameters for simplicity and
 assume that modification by forgetting may be added later.


For uncertain parameters we have to generalize the equation (1.6) in the following way
 p(yk, xk+1|uk,Dk−1) =


Z


p(yk, xk+1|θ, xk, uk)p(θ, xk|uk,Dk−1) d(θ, xk), (1.8)
 where the state property was used. Note that the natural conditions of control cannot
 be easily used here, as the quality of parameter estimation may depend on the input uk.
 Equation (1.8) is important, because it describes the way in which the imperfect state
 information and parameter uncertainty influence the state prediction. Various stochastically
 optimal control strategies differ in the way they model this influence, i.e. what assumptions
 about the c.p.d.f. p(θ, xk|uk,Dk−1) are made.


Note 1.4. It might seem that there is formally no difference between the state
 and parameters, as both of them play a similar role of some internal, hidden
 variables in the equation (1.8). Indeed, there are situations, where the role of
 states and parameters can be switched over to obtain interesting results, as will
 be for example showed in Section 2.1, where the simultaneous state estimator and
 parameter tracker for ARMAX model is derived. However, an important difference
 is the state property, i.e.


p(yk, xk+1|xk, uk,Dk−1) =p(yk, xk+1|xk, uk).


The parameters do not have this property. This is crucial for control design, be-
 cause the control must use all available information. If the state did not contain
 this information, any control depending only on the state would be suboptimal.


Therefore, the state must contain all important information from the past data
Dk−1. On the other hand, moving all uncertainty to the state vector is also not



(18)possible. Doing so could lead to needlessly complicated models (e.g. an originally
 linear model might become nonlinear) or to losing important properties like con-
 trollability or observability. Parameters are also often easier to estimate, because
 they are mostly considered constant.



1.2 Stochastically optimal control strategies


A control problem in time domain is usually specified as finding such manipulated input
 sequenceu0, . . . , uN−1 that minimizes thecost functionor control criterion in the form of


gN(xN) +


NX−1
 i=0


gi(ui, xi), (1.9)


where gi assigns a cost to each combination of ui and xi, and N is referred to as control
 horizon. To find the optimal controlu∗i, one should use all information available at time i,
 therefore the optimal controlu∗i is usually expressed as a function µ∗i of the state xi, i.e.


u∗i =µ∗i(xi). (1.10)


We can then define the optimal value of the cost-to-go function, i.e. the criterion (1.9)
 calculated from timektoN as


Jk∗=gN(xN) +


N−1X


i=k


gi(µ∗i(xi), xi). (1.11)
 It can be shown that if the criterion is additive, e.g. in the form (1.9), the dynamic pro-
 gramming approach can be used, making use of theBellman equation, that says


Jk∗(xk) = min


uk


gk(xk, uk) +Jk+1∗ (xk+1)


, (1.12)


where the cost-to-go function at timekis a function of the statexk.


The formulation (1.12) is only valid for deterministic systems, where the future
 statexk+1 can be predicted using equation (1.1). For stochastic systems with perfect state
 information, the criterion is a random variable and therefore it must be reformulated using
 the expected valueE[·] as


Jk∗(xk) = min


uk


E


gk(xk, uk) +Jk+1∗ (xk+1)|xk, uk, θ


. (1.13)


If there are no uncertain parameters, this expression can be evaluated using the state pre-
 diction model


p(xk+1|θ, xk, uk).


In the case of imperfect state information and uncertain parameters, the optimal criterion
 valueJk∗is a function of the dataDk−1rather than directly of the statexk and the following
 conditional mean must be used on the right-hand side of (1.13)


Jk∗(Dk−1) = min


uk


E


gk(xk, uk) +Jk+1∗ (Dk)|uk,Dk−1


. (1.14)
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(19)To evaluate the conditional expected value in this expression, it is necessary to use the
 following distributions:


• state predictionp(xk+1|uk,Dk−1),


• joint state and parameter estimatep(θ, xk|uk,Dk−1).


Expression (1.14) does not explicitly depend on parametersθ, however, the joint state and
 parameter estimate is necessary for the state prediction, as shown in (1.8).


We will now describe various control strategies based on Bellman equations (1.12)
 and (1.13), and approaches to modelling the two c.p.d.f.’s above and thus to optimizing the
 expression (1.14) in case of imperfect state information.



1.2.1 Control of a system with known parameters


Control of a deterministic system


Before moving to more complicated control strategies, let us first show, how the deterministic
 case fits in the presented framework. Because a perfect state information is available and
 there are no uncertain parameters, the equation (1.12) can be used. The state develops
 according to the equation (1.1). In the presented framework, the state prediction c.p.d.f.


will then be


p(xk+1|θ, xk, uk) =δ(xk+1−f(θ, xk, uk)),
 where δ(·) is a Dirac distribution.


An example of such control strategy is the linear quadratic (LQ) control of a deter-
 ministic linear system (1.2) based on minimization of a quadratic cost


gi(xi, ui) =xTi Qixi+uTiRiui, gN(xN) =xTNQNxN, (1.15)
 with symmetrical matricesQ≥0 andR >0.


Control of a stochastic system


This case is more complicated than the previous one. We assume a stochastic system (1.3)
 and imperfect state information. We have to use both prediction and estimation c.p.d.f.’s,
 however, without estimating the parametersθ:


• p(xk+1|θ, uk,Dk−1),


• p(xk|θ,Dk−1).


An example is the linear quadratic gaussian (LQG) control of a linear stochastic system
(1.4), which immediately gives us the prediction c.p.d.f. The cost function is the same as in
the previous case, given by (1.15). This case is interesting for the following three reasons.



(20)1. The optimal control is given by the same state feedback as for the LQ control of a
 deterministic system with equal matricesA andB, with the only difference, that the
 statexkis substituted with its conditional mean ˆxk=E[xk|Dk−1]. This is an example
 of the so-called certainty equivalence principle which says, that random variables in
 the problem may be substituted by their conditional means.


2. The state estimation c.p.d.f. is given by a Kalman filter, which givesp(xk|θ,Dk−1)∼
 N(ˆxk, Px,k). This filter can be implemented independently of the controller – thus the
 estimation and control parts of the strategy are separated. This is called theseparation
 principle. It is important that the variancesPx,kare independent of control (the state
 estimate quality cannot be influenced by the control input) and therefore the natural
 conditions of control really hold. This is a great simplification in the derivation of the
 LQG controller [10].


3. The value of the LQG cost-to-go function is higher than for the LQ control and the
 difference is given by extra terms caused by disturbances and by the uncertainty of
 the state estimation.



1.2.2 Control of a system with uncertain parameters


Certainty equivalent control


We have seen in the previous case that the certainty equivalence principle holds for the
 state of a linear system when designing the LQG controller. Many other stochastic control
 strategies use certainty equivalence to simplify calculations or to make these calculations
 possible at all. In these cases, however, we talk about certainty equivalence (CE)hypothesis,
 as the substitution of random variables by their conditional means is not justified theoret-
 ically (and thus leads to suboptimal results), but rather serves as an effective method for
 simplification. This approach is widely used in adaptive control, see e.g. [24], and is also
 used as a basis for multiple-step algorithms in this thesis. In this framework, we will have
 the joint parameter and state estimate in the form


p(θ, xk|uk,Dk−1) =p(xk|θ,Dk−1)δ(θ−E[θ|Dk−1]),


where we assume E[θ|Dk−1] = E[θ|uk,Dk−1], i.e. the conditional mean of θ at time k is
 independent of the inputuk.


Integration with respect toθthen yields the marginal distribution
 p(xk|Dk−1) =p(xk|θˆk,Dk−1),


and similarly for the prediction c.p.d.f.


p(xk+1|uk,Dk−1) =
 Z


p(xk+1|θˆk, xk, uk)p(xk|θˆk,Dk−1) dxk,
 where we have used the notation ˆθk =E[θ|Dk−1].
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(21)An example of such strategy can be an LQG controller for a linear system with
 uncertain parameters. Using certainty equivalence, both the controller and the (extended)
 Kalman filter are designed as if the parameters were equal to their current estimates (con-
 ditional means).


Note 1.5. We have so far only considered one-step predictions that must be used
 in the Bellman equations (1.12) and (1.14). This could lead to an impression,
 that similarly to the certainty equivalence of the state, the estimate ˆθk can be
 used in the stepk. However, this is not so. Although the control criterion of the
 LQG controller at time k = 0 does not depend on the value of ˆxk, k > 0, but
 only on ˆx0and the variancesPx,k,k= 0, . . . , N that can be precomputed, it does
 depend on the parameter values which cannot be precomputed. In other words,
 the separation principle does not hold here, even if the certainty equivalence is
 assumed. Because the Bellman equations are solved backwards over the whole
 control horizonNup to the timek= 0 and naturally, the estimate ˆθkfork >0 is
 unknown at timek= 0, the estimate ˆθ0 must be used in all steps of the solution.


Note 1.6. Of course, the estimate ˆθkbecomes available at timek. An adaptive
 version of the CE controller is possible by redesigning the controller according to
 the new information at timek. For slowly time-varying parameters, the controller
 is usually not calculated completely with the new parameters, but it is updated
 by only one step of the Bellman equation, which is called IST (Iterations Spread
 in Time) [34].


Cautious control


Cautious control was originally formulated in [17, 18] and further developed in [43, 7, 42] and
 [8] or later in [53]. It is often used as a basis for adaptive approximate dual algorithms, such
 as in [19] or [20]. Unlike the CE strategy, the cautious control strategy takes into account
 the whole c.p.d.f. of the parameters. The problem is that although all the future parameter
 conditional means and variances are necessary for the controller design, similarly to Note
 1.5 they are unknown at timek= 0, because both the future conditional mean and future
 conditional variance of parameters depend on future inputs and outputs. On the other hand,
 although the same is true for the state estimate, the state conditional mean at timek is
 not used before the timek, therefore the controller can ‘wait’ for the estimate. Cautious
 control deals with the mentioned problems by introducing the following assumptions about
 the future parameter conditional mean and variance.


1. The future means and variances are substituted by the current ones, i.e.


E[θ|Dk−1] = E[θ|D−1], (1.16)
 var[θ|Dk−1] = var[θ|D−1],


cov[xk, θ|Dk−1] = cov[x0, θ|D−1],
for allk >0.



(22)2. The conditional distributions of parameters at timeiandjare independent fori6=j.


Formally, we need the following
 cov xk


θ
 


,E


xk+1


θ


Dk Dk−1


!


= 0, (1.17)


because this expression appears in sequential application of the Bellman equation.


With these two assumptions, the model is equivalent to a model, where the parameters are
 independent, identically distributed random variables with the first two moments given by
 (1.16). The expressions (1.16) and (1.17) also contain covariance between the state and
 parameter, because these cannot be calculated in advance either. However, it depends on
 the way states and parameters are estimated. If we assume that state and parameters are
 estimated independently, then we can predict the future variances of the states separately
 (for example by Kalman filter) and apply the assumptions of cautious control only to the
 parameter mean and variance. An example of this approach is the cautious controller for
 an ARX model with uncertain parameters. It is possible to find a state-space model with
 perfect state information where no state estimation is necessary. The parameter estimate is
 then given by recursive least squares and it holds that


p(θ|u0,D−1) =N(ˆθ0, σe2P0′),


where σe2 is the input noise variance andP0′ is the normalized estimate variance matrix at
 timek= 0. More information also in Chapter 2 or in [27].


Note 1.7. If the noise varianceσe2 is unknown, it can be substituted by an esti-
 mates2 with aχ2 distribution, and the compound c.p.d.f. will have the Student
 distribution. The Student distribution however converges quickly to the normal
 distribution and therefore this model is usually not considered.


Another example of cautious control is the cautious LQ controller of ARMAX model derived
 in Chapter 2. Here the parameter and state estimation are not separated and the form (1.16)
 is used. Therefore also the future state estimate variances cannot be precomputed.


The assumptions of cautious control make it possible to use stochastic dynamic
 programming, as the calculation of individual steps of control can be separated, because the
 assumptions remove the dependence of parameter conditional variance on the inputs. The
 name ‘cautious’ indicates that the optimal control in the presence of uncertainty tends to
 be more careful and thus avoids for example large overshoots if the parameter uncertainty
 is high. Analysis of properties of cautious LQ controller for an ARMAX model with known
 MA part (the ‘c-parameters’) is a substantial part of this thesis and is presented in Chapters
 2 and 3. We also discuss some problems of the cautious approach at the end of this chapter
 in Section 1.4, where some unfavorable properties are shown on a simple example.


Adaptive modification of the cautious algorithm is straightforward – an updated
 controller can be designed after receiving new data and determining the current conditional
 c.p.d.f.
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(23)Dual adaptive control


If the cautious assumptions are not made, the c.p.d.f. p(θ, xk|uk,Dk−1) is a function of the
 dataDk−1. We usually work with quadratic cost functions like (1.15), and therefore the first
 two moments of the distributions are sufficient for evaluating the criterion. Dual control
 strategy takes the dependence of future conditional variances on inputs into account. Each
 control input has then influence on the future variances and thus also on the criterion value.


In other words, the dual approach allows to minimize the criterion not only via controlling
 the future state, but also by decreasing the future conditional variance of parameters. The
 optimal dual control thus not only aims to fulfill the control objective while taking the
 parameter uncertainty into account, but also excites the system in such way, that some
 useful information about the system is gained, and as a result, the uncertainty in the system
 is lowered in the future, allowing more reliable control.


The concept of dual control was first introduced by Feldbaum in [17]. It is known to
 be analytically solvable for only very special systems as in [55] or in [4] as it requires solving
 a complicated Bellman equation [10]. The system described in [4] is a simple integrator
 with an unknown gain on the input. Numerical solution faces the curse of dimensionality
 problem, because solving the Bellman equation by stochastic dynamic programming requires
 iterative computations of the conditional mean and its minimization. In a general case, the
 complexity of such problem grows exponentially with the dimension.


There exist approximations of the optimal solution based on suboptimal solutions
 of the original problem, usually using approximate stochastic dynamic programming as in
 [37, 13], or on problem reformulation as in [21, 19] or [20]. The dual control problem is
 analysed from the probabilistic point of view in [40] and [39]. An overview of the state-of-
 the-art methods is given in [62] and [61] and a profound survey in [23] and [19], where an
 algorithm with dual properties is defined as one that cautiously, but also actively gathers
 information during the control process, while satisfying the given control performance.


Active adaptive control


In this thesis we propose an approximation of dual adaptive algorithms based on the idea
 of persistent system excitation [27]. We call such algorithms active adaptive algorithms,
 because they actively collect information about the system via input control and measure
 the amount of information by the information matrix. The persistent excitation condition
 requires that the information about the system parameters in the sense of its parameter
 information matrix is increasing linearly, i.e.


Pt+M−1 −Pt−1≥γI (1.18)


for all t and some given M, where Pk−1 denotes the information matrix (the inverse of
 the variance matrix Pk) after k steps of estimation, γ is a given positive real constant
 and I denotes the identity matrix of a corresponding dimension. The inequality symbol


> (≥) is used in the positive (semi)definiteness meaning, i.e. for two matrices A and B,
A > B(A ≥ B) means that A−B is a positive (semi)definite matrix. Satisfying the



(24)persistent excitation condition is a necessary precondition for adaptive control algorithms
 to converge [27].


Similar methods based on so-called input design have been intensively studied re-
 cently. An input design methods based on frequency domain description is presented in
 [26, 33] and [31]. Other input design techniques can be found in [16] and [15] and further
 in [28] and [29].


The proposed algorithms are based on a constrained MPC control design, that is
 adjusted such that the persistent excitation condition is satisfied for someγ. The idea of
 persistent excitation has been used before in algorithms for simultaneous identification and
 control, such as in [1, 25, 41] or [60]. The presented approach solves the task as a two-
 phase optimization problem. First, the standard MPC problem is solved and its solution
 is used to construct a set of admissible perturbations. Second, the perturbation that most
 increases the information matrix in the sense of (1.18) is searched in the admissible area.


This is a modification and generalization of the so called bicriterial approach, introduced in
 [19], where the control design is also done in two phases. Examples of application of this
 approach can be found in [20] and [22].


The proposed methods differ from the approach in [19] in two main aspects. First,
 the cautious controller is not used for the initial control computation, because there might
 be serious problems regarding the stability and convergence as shown in Chapter 2 and in
 [5, 6]. This is also a difference from the general definition of dual properties by [19], that
 requires the dual controller to be cautious. This can be easily eliminated as we show in
 Section 3.1 and 3.2 that cautious control of ARMAX model can be achieved by CE control
 by using properly adjusted cost functions. Second, the proposed algorithm predicts the
 information matrix over more than one step of control. It is shown in Section 5.1 how the
 multiple-step prediction can significantly improve the parameter tracking performance.


The information matrix prediction is one of the two major problems of the presented
 methods, as the prediction based on certainty equivalence assumption is used. However, it
 is confirmed by simulations that such prediction is sufficient. The second problem of this
 approach is the inherent nonconvexity of the problem formulation that has to be dealt with.


The multiple-step algorithm brings more effective parameter estimation compared to the
 single-step methods, but the price has to be paid in terms of higher computational effort.


One of the proposed methods is based on iterative local approximation of the lowest
 eigenvalue function by quadratic forms. The term ‘lowest eigenvalue function’ is used to
 denote a function that assigns the lowest eigenvalue to a matrix, the elements of which
 are functions of given variables. In this case, this is the parameter information matrix,
 which is a function of system inputs. This simplification makes it possible to solve the
 problem effectively for low-dimensional systems. A conservative partial convexification of
 this problem is also presented in Section 6.5, thus making the method usable also for higher
 dimensional systems.


The methods are derived for single-input single-output (SISO) autoregressive mod-
 els with external input (ARX), but modification for a general ARMAX model with known
 moving average (MA) parts is possible. Because they are based on perturbation of the con-
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(25)trol trajectory generated by an MPC controller and on a simultaneous control and recursive
 identification, they are based on a very general principle and as such, the modification is
 available for any controller that is adaptive and any identification algorithm, the accuracy
 of which can be measured by the information matrix.



1.3 Thesis structure


The first part of this thesis contains derivation and analysis of the cautious controller of a
 general ARMAX model with known MA part. Chapter 2 contains derivation of the controller
 and of the simultaneous parameter and state estimator for this model. These results have
 already been derived in [30, 45] and [59], but the results presented in Chapter 2 are shown in
 a more compact and understandable form. Chapter 3 then contains a complete analysis of
 convergence of the so-called cautious Riccati equation that arises from the cautious control
 problem for ARMAX model. Convergence issues are important when extending the control
 horizon to infinity to find a steady state controller. These issues have been studied in
 [5, 6] for scalar systems and systems with a specific structure of uncertainty. The presented
 analysis is new and covers more general systems. It is also shown that a finite steady state
 control law exists even in the case of divergence of the cautious Riccati-like equation.


The second part of the thesis proposes novel active adaptive control algorithms.


Chapter 4 starts with a single-step algorithm for ARX system based on cautious control.


Extensions of this algorithm to multiple step is possible, but has not been studied for incon-
 venient properties of cautious control. Multiple step active algorithms based on information
 matrix maximization are presented in Chapter 5. Chapter 6 contains the so-calledellipsoid
 algorithm that is studied in more detail. It also presents a conservative convexification of
 the algorithm that makes it solvable for higher dimensional systems. Simulations are usually
 shown at the end of each chapter.



1.4 Problems of cautious control


The bicriterial approach in [19] suggests using cautious control as the initial controluck, with
 the aim to control more carefully in case the parameter uncertainty is high. The goal of
 this section is to show problems that arise when using cautious controllers as the primary
 solutions and thus to justify the use of certainty equivalent controllers. The problems
 are illustrated on a simple first order system controlled by a cautious modification of the
 minimum variance controller, but they remain valid for more sophisticated controllers such
 as the cautious LQ controller presented in Chapter 2.


Let us consider an autoregressive system with external input


yk=ayk−1+buk+ek (1.19)


with uk,yk andek denoting the system input, output and noise, respectively. The noiseek


is assumed to be gaussian white noise with variance σe2. The minimum variance controller



(26)is a controller based on minimization of the criterion
 u∗k = arg min


uk


E(yk−r)2, (1.20)


which for this system has the form


u∗k =a
 b(r


a−yk−1), (1.21)


where r denotes the reference value, see [19, 10]. Let us now consider the case when the
 system parameters are uncertain. By uncertain it is meant that they are not known exactly,
 but they remain constant or change slowly in time. However, a cautious modification of
 the controller (1.20) is gained when the uncertainty of the system parameters is described
 by the parameter conditional expected values and variances, with ˆa and ˆb denoting the
 conditional expected values and σa2, σ2b and σab denoting the conditional variance of a,
 b and the covariance of a and b, respectively. Cautious control thus in fact interprets
 the uncertainty in a probabilistic way, assuming the parameters to be random variables,
 identically distributed, independent in time and independent with the system noise. This
 interpretation is already inconsistent with the uncertainty assumption made above in Section
 1.1, which is a conceptual problem of cautious control. Minimization (1.20) then yields the
 following cautious modification of the minimum variance controller


uck= ˆb


ˆb2+σ2br−ˆaˆb+σab


ˆb2+σb2 yk−1, (1.22)
 see [19, 10]. Such a controller is not robust (only the overall unit gain of the control loop
 is assured, but tracking is achieved only for a precise nominal model) and is used only for
 illustrative purposes. In contrast to the cautious controller, the certainty equivalent (CE)
 controller has the same form as (1.21), where the actual parameters are substituted with
 their expected values. Certainty equivalence thus simply assumes the expected values to be
 correct estimates and the controller is thus designed for the nominal system.


We can see immediately that the control design does not take the uncertainty of the
 dynamics into account, as it only depends on σb2 and σab, so it is not very helpful in case
 the dynamics is uncertain. Let us next assume that parameterais known precisely, so the
 only uncertain parameter isb. The cautious controller has now the following form


u∗k= aˆb
 ˆb2+σb2(r


a−yk−1). (1.23)


Let us assume a zero reference signal, then the closed loop system is
 yk =a(1− bˆb


ˆb2+σ2b)yk−1 (1.24)


and the closed loop eigenvalue isa(1−bˆb/(ˆb2+σb2)). For a nominal system, whereb= ˆb, this
 value lies in the interval [0, a), depending on the uncertaintyσb2and ifa >1, the closed loop
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Figure 1.2: Areas of stability for a cautious and CE controller applied to a first order ARX system
 witha= 4 and an uncertain input gainb. The Figure shows the probability density function of the
 parameterband the intervals of the actual values ofbfor which the cautious and CE controller are
 stable, respectively. The colored areas correspond to probabilities of a closed loop being stable.


may become unstable for the nominal system ifσb2is sufficiently large. Figure 1.2 shows the
 regions of parameterbfor which the closed loop is stable. The depicted situation describes
 a first order ARX system (1.19) with parametersa= 4 and b uncertain with mean ˆb= 1
 and σ2b = 2. While the nominal system lies in the center of the stability interval of the
 CE controller, it is clearly not stabilized by the cautious controller. The presented example
 shows this effect only for unstable systems (|a|>1), but this is not true for more complex
 systems, where also a stable nominal system can be destabilized by cautious controller.


The stability of the nominal system might not be a crucial requirement for stochastic
 control, if for example the probability of the system being stable is increased. However, this
 is also generally not the case. The probability is equal to the area under the probability
 density function in Figure 1.2. Increasing the variance σ2b moves the stability interval of
 cautious control further to the right, so eventually, the area gets smaller than the area of
 the CE controller, as shown in Figure 1.3, where the situation is shown for a = 1.5 and
 σ2b = 100.


Problems also arise when trying to extend the problem formulation to infinite hori-
zon. It can happen that the criterion value goes to infinity, as pointed out in [5] and [6],
where the situation is analyzed for a first order system and a general system with specifically
structured uncertainty, respectively. The limit feedback gain, however, converges to a finite
value even if the criterion is infinite, so a time invariant control law might be still evaluated.
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Figure 1.3: Areas of stability for a cautious and CE controller applied to a first order ARX system
 witha = 1.5 and an uncertain input gainb. Similarly to Figure 1.2 the intervals of stability are
 depicted. It is clearly seen that the probability of cautious control being stable is lower than the
 probability of the CE stability interval.


The problem is, however, the same as in the previous case and that is the unstable nominal
 closed loop system and a low probability of closed loop stability.


It was already mentioned in the previous section, that if the system parameters are
 unknown, they are described as uncertain. Using bayesian approach, parameter uncertainty
 can be described, using probability densities to express the available knowledge about the
 parameter values. This is the case in bayesian identification algorithms [12] or in standard
 recursive least square methods [27]. However, it is important to realize that uncertainty does
 not necessarily mean randomness. In reality, it is much more likely that the parameters will
 stay constant or change slowly. The probabilistic description of uncertainty thus does not
 express the parameters themselves but rather our knowledge about them.


Cautious control is strongly incoherent with this interpretation as it assumes that
 parameters at different time instants are identically distributed independent random vari-
 ables. When designing a cautious controller over a horizon ofN >1 steps, it is assumed
 that the parameters have a different value at each step, according to their joint probability
 density. In such case, the system behavior would depend strongly on the parameter expected
 values that express the system ‘average’ behavior. On the other hand, the real system will
 behave according to the real parameter values, which may differ from the ‘average’ case.


Another approach to computing the criterion value over steps 2, . . . , N would be to
 assume that the parameters remain constant over the control horizon, and so their (marginal)
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(29)distributions are the same for allk= 2, . . . , N and are given by the estimate at timek= 2.


Under this assumption the parameters are no longer independent. The criterion value would
 then be computed as a mean of the criterion on the whole horizon with respect to the (initial)
 parameter distribution. Extension of this approach to infinite horizon brings even bigger
 problems, because as soon as there is a set of parameters with nonzero probability for which
 the controlled system is unstable, the criterion is infinite. This is indeed the case of the
 gaussian assumption of parameter distribution.


For illustration, recall the criterion convergence problem mentioned above. If the
 criterion evaluation is based on the cautious assumption, it may or may not happen that
 the limit criterion value is finite. If it is finite, it means that the controller works well for
 the ‘average’ system, even if there is a nonzero probability of the closed loop system being
 unstable. In reality, however, the criterion value must always diverge if there is a nonzero
 probability of an unstable closed loop.


These remarks show the importance of choosing a proper model for parameter un-
certainty and that extension to infinite horizon may not be as straightforward as for deter-
ministic systems or systems with only input uncertainties.



(30)
(31)
Chapter 2



Cautious LQ control of ARMAX model


The first section of this chapter shows the derivation of a simultaneous parameter and state
 estimator (tracker) for a general ARMAX model under the assumption of perfectly known
 MA part (c-parameters). The tracker has already been derived in [30, 45], but we propose a
 simpler method based on a classical Kalman filter design. The second section of the chapter
 presents derivation of a cautious modification of the linear quadratic (LQ) controller for
 the ARMAX model, again under the assumption of known c-parameters. Such controller
 has already been derived in [59] using similar techniques as in this chapter, the presented
 method is however new due to a more convenient choice of the state-space representation
 of the ARMAX model, thus leading to simpler and more compact results. The parameter
 and state estimator forms a counterpart to the cautious LQ controller in the sense that
 the results of the estimator (estimate of the current state and parameter vector) form a
 necessary input to the controller, as will be shown in Section 2.2.


The general ARMAX model is described by the equation
 yk=


Xn
 i=1


aiyk−i+
 Xn
 i=0


biuk−i+
 Xn


i=0


ciek−i, (2.1)


where yk, uk and ek are the system output, input and input noise at timek, respectively.


As mentioned before, the parameters ci are assumed to be known as well as the observed
 (directly measurable) inputs and outputs, uk and yk, while the parametersai and bi and
 the input noise ek are unknown. According to the terminology introduced in Section 1.1,
 the unknown parametersai andbiare considered uncertain, because they are unknown but
 probably constant or changing slowly, while the noise ek is a source of random disturbance
 in the system and it is assumed to be a gaussian white noise process, i.e. ek∼ N(0, σ2e) and
 cov(ei, ej) = 0 fori6=j.


As described in Section 1.2, a cautious controller is derived under the assumptions
that uncertainty is modeled by stochastic methods, particularly that the conditional distri-



(32)butions of the uncertain parameters are assumed to be identical (equal to the conditional
 distribution at the initial time) and independent with respect to time. The assumption of
 known parametersciensures that there are no products of random variables in the equation
 (2.1) and that we will not need higher than second order moments of the distributions. The
 parameterc0is chosen to be equal to 1 to remove the degree of freedom in the representation.


Note that we use two different state space representations of the model (2.1), one
 for derivation of the tracker/estimator and one for derivation of the controller. The state-
 space representation is always chosen to best fit the current purpose. When combining
 the cautious controller with the estimator to construct an adaptive controller, it must be
 understood that the estimated state is different from the state defining control input – this
 state must be transformed extra from the available data.



2.1 Simultaneous state estimation and parameter track- ing of ARMAX model


This section presents derivation of a parameter tracker and state observer of a general
 ARMAX model in case the MA part (c-parameters) are known. The presented method uses a
 standard Kalman filtering theory applied to the following specific state-space representation
 on the ARMAX model.


xk+1 = Axk+ Γek,
 yk = Ckxk+ek,
 with the state vector


xk= [b0, a1, . . . , an, b1, . . . , bn, ek−1, . . . , ek−n]T,
 noise matrix


Γ =


01,2n+1 1 01,n−1


T


,
 time-varying output matrix


Ck=


uk yk−1 . . . yk−n uk−1 . . . uk−n c1 . . . cn





and the system matrix


A=


 I2n+1 02n+1,n


0n,2n+1 Ae



 ,


where 0i,j is a zero matrix with irows andj columns,In is an identity matrix of order n,
 0n= 0n,n and


Ae=


01,n−1 0
 In−1 0n−1,1
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