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                                                                                         4 Efficient implementation of BEM and shape optimization problems

                                                                                                4.2 Efficient implementation of BEM

                                                                4.2.5 Many core acceleration of the numerical scheme - native mode

                                
                    While the previous section was devoted to the acceleration of the assembly of boundary element
 matrices by an offload to the manycore Knights Corner coprocessor, in this section we describe
 the performance of the native run on both the Knights Corner and Knights Landing platforms
 and compare the results to the ones obtained on the Haswell CPU. The results presented here
 were summarized in [139] together with scalability experiments for the ACA-accelerated 
 assem-bly.


The upcoming generation of the Intel Xeon Phi devices, codenamed Knights Landing, will be
 available both in the form of a coprocessor and a standalone self-booting processing unit. The
 run on the standalone version is similar to running the program natively on the Knights Corner
 coprocessor, except for the fact that it is no longer necessary to transfer the data from the main
 memory over the PCIe bus. Instead, the processor has access to up to 384 GB of DDR4 memory.


In addition, the processors feature 16 GB of a fast on-package MCDRAM memory, which can
 be utilized in several modes. The Knights Landing (co)processors have up to 72 cores based on
 the more modern Airmont architecture. One of the biggest advantages over the Knights Corner
 technology is the out-of-order handling of instructions and two vector processing units per core,
 which can decrease the pressure on vector registers. The IMCI instruction set is replaced by the
 AVX-512 set designed for concurrent operations on 8 (16) double (single) precision operands.


Except for the books [72, 73, 74] devoted to multicore and manycore hardware we also refer to
 the Knights Landing edition [75] with additional tips on programming on this architecture.


Here we provide numerical experiments performed at the Intel’s Endeavor cluster nodes
 equipped with pre-production Knights Landing standalone 64-core processors. The 
 computa-tional node has access to 96 GB of DDR4 memory. The experiments were performed on a
 five-times refined icosahedron mesh consisting of 20,480 elements. To fully utilize the 
 proces-sor’s vector processing units and the potential of the AVX-512 instructions we use the tensor
 Gaussian quadrature with 44 = 256 quadrature points per simplex. Such precision of the 
 quadra-ture is usually necessary for complicated geometries. The performance on Knights Landing is
 compared to the assembly times on Knights Corner and Haswell architectures available at the
 Salomon cluster.


Firstly, let us concentrate on the scalability with respect to the number of OpenMP threads
 employed. The presented results are compared with those achieved by up to 244 vectorized
 OpenMP threads on one Knights Corner coprocessor and 24 threads on the Haswell 
 compu-tational node of the Salomon cluster. The reference timings for the vectorized single-threaded
 assembly of Vh and Kh in double (single) precision read 801.90 s (436.04 s) and 1299.73 s
 (707.60 s), respectively. The computational times reduce to 12.88 s (6.95 s) and 20.71 s (11.57 s)
 on 64 threads running on all physical cores, which corresponds to the almost optimal speedup of


# threads 1v 2v 4v 8v 16v 24v


double 1.00 2.01 4.04 8.07 16.09 24.07
 single 1.00 1.97 3.95 7.85 15.71 23.01


Table 4.7: Speedup of OpenMP parallelized assembly forVh (2×HSW, AVX2).


Single-layer matrix (double)


Figure 4.12: OpenMP parallelized assembly of the BEM matrices, double precision.


Single-layer matrix (single)


Figure 4.13: OpenMP parallelized assembly of the BEM matrices, single precision.


# threads 1v 2v 4v 8v 16v 24v


double 1.00 1.99 3.98 7.97 15.83 23.68
 single 1.00 1.97 3.96 8.02 15.96 23.53


Table 4.8: Speedup of OpenMP parallelized assembly for Kh (2×HSW, AVX2).


# threads 1v 2v 4v 8v 16v 32v 61v 122v 183v 244v


double 1.00 2.01 3.98 8.06 15.96 32.14 60.23 78.33 85.90 84.29
single 1.00 2.07 4.01 8.16 16.38 31.97 60.58 75.49 74.19 70.46
Table 4.9: Speedup of OpenMP parallelized assembly forVh (KNC, IMCI).


# threads 1v 2v 4v 8v 16v 32v 61v 122v 183v 244v
 double 1.00 2.02 4.06 8.28 16.42 32.72 61.38 88.54 102.71 107.53


single 1.00 1.98 4.04 8.23 16.32 32.43 61.40 79.60 84.57 84.50
 Table 4.10: Speedup of OpenMP parallelized assembly for Kh (KNC, IMCI).


# threads 1v 2v 4v 8v 16v 32v 64v 128v 192v 256v


double 1.00 1.99 3.99 7.90 15.93 31.48 62.26 62.89 54.22 57.65
 single 1.00 2.00 4.01 8.02 15.98 31.80 62.74 68.88 54.10 55.06
 Table 4.11: Speedup of OpenMP parallelized assembly forVh (KNL, AVX-512).


# threads 1v 2v 4v 8v 16v 32v 64v 128v 192v 256v


double 1.00 2.00 4.07 8.07 16.20 31.89 62.76 73.64 67.76 73.64
 single 1.00 2.01 4.03 8.05 16.01 31.13 61.16 73.40 64.21 64.86
 Table 4.12: Speedup of OpenMP parallelized assembly forKh (KNL, AVX-512).
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Figure 4.14: OpenMP vectorized assembly of the BEM matrices, double precision.
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Figure 4.15: OpenMP vectorized assembly of the BEM matrices, single precision.


architecture # threads precision — SSE4.2 AVX2 IMCI AVX-512


Intel Xeon Phi 7210 128 double 1.00 2.45 4.95 — 9.94


single 1.00 3.95 7.23 — 13.05


Intel Xeon Phi 7120P 244 double 1.00 — — 3.77 —


single 1.00 — — 5.67 —


Intel Xeon E2680v3 24 double 1.00 1.92 2.23 — —


single 1.00 3.59 6.35 — —


Table 4.13: Speedup of OpenMP vectorized assembly for Vh.


architecture # threads precision — SSE4.2 AVX2 IMCI AVX-512


Intel Xeon Phi 7210 128 double 1.00 2.01 4.14 — 7.69


single 1.00 3.15 6.62 — 11.68


Intel Xeon Phi 7120P 244 double 1.00 — — 5.05 —


single 1.00 — — 6.13 —


Intel Xeon E2680v3 24 double 1.00 2.01 2.32 — —


single 1.00 2.65 4.81 — —


Table 4.14: Speedup of OpenMP vectorized assembly forKh.


62.26 (62.74) and 62.76 (61.16), respectively. Best results were achieved on 128 threads, where
 the speedup reached 62.89 (68.88) and 73.64 (73.40), respectively. The speedup with respect to
 the best assembly times on Haswell (24 vectorized threads) reach 2.29 (1.19) and 1.82 (1.26),
 respectively. The comparison with Knights Corner leads to the speedup of 2.62 (2.99) and 2.53
 (2.59).


In Tables 4.7, 4.8, 4.9, 4.10, 4.11, 4.12 we summarize the speedup achieved by various number
 of OpenMP threads on all available architectures. It can be seen that although the 
 hyperthread-ing (ushyperthread-ing more than 64 threads) on Knights Landhyperthread-ing may lead to better computational times,
 its importance is not as significant as in the case of the former Knights Corner architecture. This
 is mainly due to the more modern core architecture able to handle instructions in an out-of-order
 manner. In Figures 4.12, 4.13 we summarize these results graphically.


To demonstrate the necessity of proper vectorization we also present numerical experiments
with different vector instruction sets. The reference times are set by the assembly of Vh and
Kh on the Knights Landing in double (single) precision on 128 threads with no vectorization
forced by the -no-vec -no-simd -qno-opemp-simd compiler flag and read 126.77 s (82.63 s)
and 135.76 s (112.62 s), respectively. With AVX-512 instructions employed by the-xMIC-AVX512
compiler switch, the times drop to 12.75 s (6.33 s) and 17.65 s (9.64 s) representing the speedup
of 9.94 (13.05) and 7.69 (11.68), respectively. Although the optimal speedup gained by the 
AVX-512 instructions would be 8 (16) for double (single) precision, the Knights Landing architecture
still seems to be more efficient in handling the vector operations than both Knights Corner and
Haswell. On Haswell with AVX2 instructions able to concurrently operate on 4 (8) operands, the


maximum speedup reached 2.23 (6.35) and 2.32 (4.81), respectively. The IMCI instruction set
 available for the Knights Corner yielded the speedup of 3.77 (5.67) and 5.05 (6.13), respectively.


In Tables 4.13, 4.14 we summarize the speedup obtained with various vector instruction
 sets enabled with respect to the scalar code running on 128, 244, and 24 OpenMP threads on
 Knights Landing, Knights Corner, and Haswell, respectively. The results prove that the modern
 hardware architectures can only be fully exploited by codes allowing for proper vectorization.


The results are graphically presented in Figures 4.14, 4.15. It can be seen that the addition
of an extra vector processing unit per core on Knights Landing results in an almost optimal
SIMD scalability, while the results on Knights Corner are suboptimal, which may caused by
high pressure on the vector registers. Similarly, in case of Haswell the difference between SSE4.2
and AVX2 is negligible.
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