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                                                                                         2 The Bernoulli free boundary problem

                                                                                                2.2 Continuous optimization problem

                                                                2.2.1 Existence of optimal domains

                                
                    A crucial ingredient to the existence analysis followed in, e.g., [65, 114] is the sequential 
 com-pactness of the set of admissible domainsO. Several possible choices are available in literature,
 for a detailed treatment we refer to [34]. Another approach suggested in, e.g., [4, 67] is to use a
 sequentially compact embedding of an auxiliary spaceO˜ inO and obtain a minimizer


Ω∗∈ O, J˜(Ω∗) = inf


Ω∈O˜
 J(Ω).˜


With the second ingredient, the lower semi-continuity of the cost functional J˜:O → R or
 J˜:O →˜ R, respectively, the classical arguments of the calculus of variations lead to the existence
 result.


In the following we will adopt the approach suggested in [62, 65, 114] based on Lipschitz
 domains and the Hausdorff metric.


Definition 2.25. For fixed positive constantsL,δ,c1,c2,c3we denote byOthe set of admissible
 domains defined as


O:={Ω⊂R3:Ω satisfies (O1), (O2), (O3)}
with the properties (see Figure 2.2)


(O1) Ωis anL-Lipschitz doubly-connected domain, whose boundary is composed of two disjoint
 whereΓ is a fixed closed surface whose interior defines aC1,1 domain. In addition, for the
 transported functionsTˆj based on a finite cover{Oℓ}nℓ=1 of Γ it holds
 Finally, we arrive at the definition of the optimization problem considered in the following
 text,


findΩ∗∈ O such thatJ˜(Ω∗)≤J˜(Ω) for all Ω∈ O (P)
 with the functionalJ˜from (2.30).


Definition 2.26. LetX,Y denote non-empty subsets ofRnequipped with the Euclidian metric.


We define the Hausdorff distance by
 dH(X, Y) := max


Proof. For the proof of (2.33) and (2.34) we refer the reader to [68, 114]. It remains to find
 a subsequence of (Tk) convergent in C1(Γ). With the atlas {(Oℓ,[ψℓ]−1)}nℓ=1 of Γ and the
 corresponding partition of unity we can represent Tk∈C1,1(Γ) as


Tk(x) =


where for each ℓ the product Tkλℓ belongs to C1,1(Γ). Transferring Tkλ1 to the parameter
 domain we obtain the function


Tˆk,1 ∈C1,1(B2(0,1)), Tˆk,1(y) :=Tk(ψ1(y))λ1(ψ1(y)).


Corollary 2.5 and the conditions (2.31), (2.32) ensure that we can find a subsequence of (Tˆk,1),
 for brevity still denoted by the same symbol, such that


Tˆk,1 →Tˆ1 inC1(B2(0,1)),


orTkλ1 →T1 inC1(Γ) withT1(x) :=Tˆ1([ψ1]−1(x)). For ℓ= 2 we can extract from
 (Tˆk,2)⊂C1,1(Bd−1(0,1)), Tˆk,2(y) :=Tk(ψ2(y))λ2(ψ2(y))


already restricted by the previous filter another subsequence, still denoted by the same index,
 such that


Tˆk,2 →Tˆ2 inC1(B2(0,1)),


or Tkλ2 → T2 in C1(Γ) with T2(x) := Tˆ2([ψ2]−1(x)). Repeating this process finitely many
 times leads to the final filter and to the set of functionsT1, . . . ,Tℓ such that


T(x) :=


n


∑


ℓ=1


Tℓ(x)λℓ(x)
 defines a function, for which it holdsTkj →T inC1(Γ).


Remark 2.28. The definition of the Hausdorff metric ensures that the property


Γf(Ωk)→H Γf(Ω) for k→ ∞ (2.36)
 implies that for anyη∈R+ there existsk0(η)∈Nsuch that for k≥k0(η) it holds thatΓf(Ωk)
 is a subset of theη−neighbourhood of Γf(Ω).


The continuity of the mapping Ω ↦→ uΩ, where uΩ solves (P(Ω)), is essential to prove the
 existence of an optimal domain. To overcome the difficulty that the functions{uΩ:Ω∈ O} do
 not belong to a fixed function space, we define the extension for u∈ {u ∈H1(Ω) :γ0u|Γf = 0}


toH1(D\Ω0) by


u˜:=


{u inΩ,


0 inD\(Ω∪Ω0). (2.37)


Clearly, the extension is a continuous mapping from{u∈H1(Ω) :γ0u|Γf = 0} toH1(D\Ω0) as


∥u∥H1(Ω)=∥˜u∥H1(D\Ω0).


Proposition 2.29. For every sequence ((Ωk, uk)) with Ωk ∈ O and uk solving (P(Ωk)) there
 exists a subsequence((Ωkj, ukj))⊂((Ωk, uk)) and elements Ω∈ O, u∈H1(D\Ω0) such that


Ωkj →H Ω, Γf(Ωkj)→H Γf(Ω) for j → ∞, (2.38)


u˜kj →u in H1(D\Ω0) for j → ∞, (2.39)


u= 0 in D0 :=D\(Ω∪Ω0) for j → ∞. (2.40)


Moreover, uΩ :=u|Ω solves (P(Ω)).


Proof. Due to Proposition 2.27 we can pass to a subsequence of ((Ωk, uk)) - denoted by the same
 subscript - satisfying (2.38). The condition (O2) ensures that there exists an auxiliary annular
 Lipschitz domain Ωa with the boundary∂Ωa =Γ0∪Γa satisfying dist(Γa, Γf(Ωk)∪Γ0) ≥δ/3
 for all k (see Figure 2.2). To prove boundedness of (˜uk) in H1(D\Ω0) we define an auxiliary
 functionw∈H1(Ωa) satisfying


⎧


⎪⎪


⎨


⎪⎪


⎩


−∆w= 0 in Ωa,
 w=h on Γ0,
 w= 0 on Γa


in the weak sense


find w∈ {w∈H1(Ωa) :γ0w|Γ0 =h, γ0w|Γa = 0} such that


∫


Ωa


⟨∇w(x),∇v(x)⟩dx= 0 for all v∈H01(Ωa)
 together with its zero extension to D\Ω0 denoted by ˜w ∈ H1(D\Ω0). It clearly holds that
 uk−w|˜Ωk ∈H01(Ωk) and we can thus useuk−w|˜Ωk as a testing function in (P(Ωk)) to obtain


∫


Ωk


|∇uk(x)|2dx=


∫


Ωk


⟨∇uk(x),∇w(x)⟩˜ dx for all k. (2.41)
 The right-hand side is bounded due to the Hölder inequality by


∫


Ωk


⟨∇uk(x),∇w(x)⟩˜ dx=


∫


D\Ω0


⟨∇˜uk(x),∇w(x)⟩˜ dx≤ |˜uk|H1(D\Ω0)|w|˜ H1(D\Ω0)


≤ ∥˜uk∥H1(D\Ω0)|w|˜H1(D\Ω0)


For the left-hand side we have due to Friedrich’s inequality
 c∥u˜k∥2


H1(D\Ω0) ≤ |˜uk|2


H1(D\Ω0)=


∫


D\Ω0


|∇˜uk(x)|2dx=


∫


Ωk


|∇uk(x)|2dx (2.42)
 and thus


∥˜uk∥H1(D\Ω0)≤ 1


c|w|˜H1(D\Ω0)


withc independent ofk. We can thus pass to a subsequence satisfying


u˜kj ⇀ u inH1(D\Ω0) (2.43)


for someu∈H1(D\Ω0).


Properties of the trace operator ensure that the set


{u∈H1(D\Ω0) :γ0u|Γ0 =h}


is both closed and convex implying its weak closedness. This property and (2.43) thus lead to
 γ0u|Γ0 =h.


To prove (2.40) and also γ0u|Γf = 0 let us choose an arbitrary point x ∈ D0 and an open
ball B(x, r)⊂D0. Remark 2.28 ensures that there exists j0 ∈Nsuch that for every j > j0 we


haveB(x, r)⊂D\(Ωkj∪Ω0) and thus ˜ukj = 0 inB(x, r). Since x∈D0 was chosen arbitrarily
 it follows thatu= 0 inD0 and γ0u|Γf = 0.


Due to density arguments it now suffices to show that (P(Ω)) holds for any testing function
 v ∈ C0∞(Ω). We denote the zero extension of v to D by ˜v. Again, for j ∈ N large enough it
 for a testing function, we may further write


∫


Together with the weak convergence in the Hilbert spaceH1(D\Ω0) and Friedrich’s inequality
 the convergence of semi-norms proves (2.39).


The extension defined by (2.37) can be further extended to cover the whole hold-all domainD.


Indeed, introducing the auxiliary function solving the problem
 {−∆u0= 0 inΩ0,
 we can define the extensions


uˆk :=


{u˜k inD\Ω0,


u0 inΩ0, uˆ:=


{u˜ inD\Ω0,
u0 inΩ0.


Due to∥uˆk−u∥ˆ H1(D) =∥˜uk−u∥˜ H1(D\Ω0) and Proposition 2.29 we thus have
 uˆkj →uˆ inH1(D) forj→ ∞.


Since the studied cost functional (2.30) depends on the auxiliary functionzsatisfying (2.27),
 we also have to prove the continuous dependence of z on Ω ∈ O. The jump condition on
 Γf given by the normal derivative of the state makes the analysis cumbersome. However, the
 problem can be reformulated as follows. For an extended function ˆu∈H1(D) satisfying ∆ˆu= 0
 in D\(Ω∪Ω0), Ω, and Ω0 and a testing function v ∈ H1(D) we have due to Green’s first
 Thus, we can write for the jump condition of (2.27)


⟨µ, γΓ0


The modified auxiliary problem thus reads
 find zΩ∈H01(D) such that
 The proof of the continuity of the mapping Ω↦→zΩ will follow the same construction as we
 used for Ω ↦→ uΩ. To prove boundedness of (zk) for Ωk → Ω we first consider the following
 lemmata.


Lemma 2.30. Let u solve


{−∆u= 0 in Ω,
 function in (2.44) we can write


∫


Lemma 2.31. There exists a constant c∈R+ independent of Ω∈ O such that
 withΩa defined in the proof of Proposition 2.29 and vφ solving


⎧
 The Lax-Milgram Lemma 2.46 ensures continuous dependence ofv on the boundary data, i.e.,


∥˜vφ∥H1(D\Ω0)=∥˜vφ∥H1(Ω)=∥vφ∥H1(Ωa)≤c1∥φ∥H1/2(Γ0). (2.46)
 With Lemma 2.30, Friedrich’s inequality, andvh solving (2.45) wihφ:=h we obtain


c2∥˜uΩ∥2H1(D\Ω
with c4 independent of Ω. Green’s first formula (2.16), the definition of (P(Ω)), (2.46), and
(2.47) yield


with


w(x) :=⏐⏐det(DT(x))⏐⏐





[DT(x)]−Tn(x) (2.49)


and DT denoting the Jacobi matrix


[DT]i,j := ∂Ti


∂xj


.


Proof. We present a hint of a proof and refer to [125, Section 2.17] for details. According to
 (2.10), for the integral of a functiong:Γ →Rover a smooth manifoldΓ ⊂R3 parametrized by


A suitable parametrization for the perturbed surface T(Γ) is given by T ◦ψ, i.e.,
 T(Γ)∋y=T(ψ(u)) =


The area of the infinitesimal surface element ofT(Γ) reads


∆T(u) :=
 with the elementwise partial derivatives


∂(T ◦ψ)
 For the partial derivatives of the compound function we get


∂(T ◦ψ)i


we get for the perturbed surface element area


∆T(u) =


withndenoting the unit normal vector to Γ,
 Finally, we get for the integral of over the perturbed surface


∫
 for the direction of the normal vector toT(Γ),


n˜T(y) := ∂(T ◦ψ)


Proof. Due to (O1), Propositions 2.27, 2.29 we can assume that (2.54), (2.55) is satisfied for the
original sequence and moreover


Friedrich’s inequality and insertingzk as a testing function yield
 Due to Lemma 2.31 and continuity of the trace operatorγΓ0


0:H1(D)→H1/2(Γ0) we have


|⟨γ1uk, γΓ00zk⟩Γ0| ≤ ∥γ1uk∥H−1/2(Γ0)∥γΓ0


0zk∥H−1/2(Γ0)≤c3∥zk∥H1(D) (2.60)
 and since u0 is independent of k


|⟨γ1u0, γΓ00zk⟩Γ0| ≤ ∥γ1u0∥H−1/2(Γ0)∥γΓ0


0zk∥H−1/2(Γ0) ≤c4∥zk∥H1(D). (2.61)
 Taking into consideration that Oonly includes domains satisfying (O1), (O2), the construction
 of the proof of the trace theorem (see, e.g., Theorem 1.2 in [105]) ensures that the norm of the
 trace operator γ0Γ
 Collecting (2.59), (2.60), (2.61), (2.62) we obtain from (2.58) that the sequence (zk) is bounded
 inH1(D). Due to this fact and Lemma 2.31 we can extract from ((Ωk, zk)) and (γΓ1


It remains to prove thatzsolves (A(Ω)). Again, the density arguments allow us to restrict to
 testing functionsv∈C0∞(D). Recalling the definition of (P(Ωk)) and the proof of Lemma 2.31
 we have due to Green’s first formula (2.16) for an arbitrary φ∈H1/2(Γ0) that
 side we obtain from Proposition 2.29 and Green’s first formula (2.16) that


∫


which implies thatλ=γ1u inH−1/2(Γ0), or


γ1ukj ⇀ γ1u inH−1/2(Γ0) forj→ ∞. (2.66)
 The last ingredient necessary to study the behaviour of the boundary value problem (2.57) for
 zkj, j → ∞is the surface integral overΓf(Ωkj) =Tkj(Γ). Due to Proposition 2.32 and (O3) the
 substitution to the reference boundaryΓ forv∈C0∞(D) reads


∫
 SinceTkj →T inC1(Γ) and the determinant, matrix inversion and transposition operators are
 continuous, the right-hand-side integrand converges pointwise to the function


g(T(x))v(T(x))⏐⏐det(DT(x))⏐⏐


The Lebesgue dominated convergence theorem (see Theorem 1.20.37 in [86]) thus leads us to


∫
 Collecting (2.56), (2.63), (2.66), and (2.67) we obtain forj→ ∞ that


∫
 and thusz solves (A(Ω)).


Theorem 2.35. Let the family of admissible domainsO be defined as in Definition 2.25. Then
 the problem (P) (p. 19) admits a solution.


Proof. Recall that the cost functionalJ˜:O →Runder consideration reads
 J˜(Ω) := 1


withzΩ solving (A(Ω)). The proof follows the standard variational principle. Let
 q:= inf


Ω∈OJ˜(Ω).


The definition of infimum implies that there exists a sequence (Ωk)⊂ O such that
 J(Ω˜ k)→q≥ −∞ fork→ ∞.


Due to Proposition 2.34 we can extract a subsequence from (Ωk) such thatΩkj →H Ω∗ ∈ Oand
 zkj ⇀ z∗ inH01(D). Weak lower-semicontinuity of the norm operator ensures that


lim inf|zkj|H1(D)≥ |z∗|H1(D).
 Thus,


J˜(Ω∗)≤lim infJ˜(Ωkj) = limJ(Ω˜ k) =q.


From the definition of q it follows thatq =J˜(Ω∗), and so
 q= min


Ω∈OJ˜(Ω).



                

                                                    
                        In document
                        
    TheBoundaryElementMethodforShapeOptimizationin3D Ph.D.Thesis
                        (Stránka 34-45)

                    

                            
            
            
                
                    

                    Stáhnout nyní "TheBoundaryElementMeth..."
                    

            

        
        
                        
                
                    Outline

                    
                        	
                                        
    Existence of optimal domains
                                            (You are here)
                                    
	
                                        
    Shape derivative of the cost
                                    
	
                                        
    Subdivision curves
                                    
	
                                        
    Loop’s subdivision
                                    
	
                                        
    Vectorization of the numerical scheme
                                    
	
                                        
    Many core acceleration of the numerical scheme - offload mode
                                    
	
                                        
    Many core acceleration of the numerical scheme - native mode
                                    
	
                                        
    Discrete optimization problem
                                    
	
                                        
    Industrial example
                                    
	
                                        
    5 Conclusion and future research
                                    
	
                                        
    Publications related to the thesis .1 Journals with impact factor
                                    
	
                                        
    Journals with impact factor
                                    



                    

                

            


            
            
            
                
                    
                        
  Související dokumenty

  
      


                    

                

            

                    

    


    
  
  
  
    
      
        Společnost

        	
             O nás
          
	
            Sitemap

          


      

      
        Kontakt  &  Pomoc

        	
             Kontaktujte Nás
          
	
             Feedback
          


      

      
        Legal

        	
             Podmínky Použití 
          
	
             Zásady Ochrany Osobních Údajů
          


      

      
        Social

        	
            
              
                
              
              Linkedin
            

          
	
            
              
                
              
              Facebook
            

          
	
            
              
                
              
              Twitter
            

          
	
            
              
                
              
              Pinterest
            

          


      

      
        Získejte naše bezplatné aplikace

        	
              
                
              
            


      

    

    
      
        
          Školy
          
            
          
          Témy
                  

        
          
                        Jazyk:
            
              Čeština
              
                
              
            
          

          Copyright 9pdf.info © 2024

        

      

    

  




    



        
        
        
          


    
  




     
     

    
        
            
                

            

            
                                 
            

        

    




    
        
            
                
                    
                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                    

                    
                        

                        

                        

                        
                            
                                
                                
                                    
                                

                            

                        
                    

                    
                        
                            
                                
  

                                
                        

                        
                            
                                
  

                                
                        

                    

                

                                    
                        
                    

                            

        

    


